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For a cell (i, j) in the contingency table, with 1 ≤ i, j ≤ 2, Oij represent the

observed frequency values in a sample (as introduced in Section 3.2.3). Eij represent

the expected frequencies under the null hypothesis and are calculated as in Equation

3.2, where Ri are the row marginals (R1 = a + b, R2 = c + d) and Cj are the column

marginals (C1 = a + c, C2 = b + d).

Eij =
RiCj

N
(3.2)

Indeed, if the two items u and v were independent of each other, their expected

co-occurrence in a sample of N pairs would be the product of:

1. the probability of seing u as the first item in a pair,

2. the probability of seing v as the second items in a pair,

3. the sample size, N .

Since the individual probabilities are estimated on the basis of the actual frequencies

of u and v and the sample size, we obtain the expressions of the expected frequencies

from Equation 3.2. Below we illustrate this computation for the cell (1,1):

E11 = N × P (u, ∗)× P (∗, v) = N × R1

N
× C1

N
=

R1C1

N
(3.3)

The values in the other cells are computed in a similar way, on the basis of P (u, ∗),
P (¬u, ∗), P (∗, v), and P (∗,¬v).

The t-score. The t-score AM—used, for instance, in (Church et al., 1991; Breidt,

1993; Krenn, 2000b; Krenn and Evert, 2001)—applies the Student’s t test in the task

of collocation discovery. The t test is a one-sided parametric test, which assumes that

the sample is drawn from a normally-distributed population. It compares the mean

of the sample, x̄ (i.e., the observed mean), with the mean of the population, µ (i.e.,

the mean estimated by assuming the null hypothesis).

A high difference indicates that the sample was not drawn from a population in

which the null hypothesis holds. Thus, in the case of lexical association, a high t
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value suggests that the sample was not drawn from a population in which the two

lexical items are independent, and therefore indicates a strong positive association

(Pedersen, 1996, 194).

The difference is expressed in standard error of the means units,

√
s2

N
(s2 is the

sample variance). The t-test uses the following formula:

t =
x̄− µ√

s2

N

(3.4)

In order to estimate x̄, µ and s2, it is usually assumed that observing the pair (u, v)

in the sample is equivalent to a Bernoulli trial (i.e., like in a coin-tossing experiment).

Under this assumption, the sample mean, the sample variance and the population

mean can be estimated from the sample on the basis of P (u, v), the probability of

observing the pair (u, v), as in Equation 3.5 (Manning and Schütze, 1999, 154):14

x̄ = P (u, v) =
O11

N

s2 = P (u, v)(1− P (u, v)) ≈ P (u, v) =
O11

N

µ = P (u, v) = P (u, ∗)P (∗, v) =
R1C1

N2
(3.5)

14Evert (2004, 77, 83) questions the applicability of the t-score to co-occurrence data, as the
normal distribution required by the t test is incompatible with the binomial distribution assumption
made when estimating, in particular, the sample variance.
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The t-score formula then becomes:

t =

O11

N
− R1C1

N2√
O11

N2

=
O11 −

R1C1

N√
O11

=
O11 − E11√

O11

=
a− (a + b)(a + c)

N√
a

=
aN − (a + b)(a + c)

N
√

a
(3.6)

The z-score. The z-score is one of the first AMs used for identifying collocations

(Berry-Rogghe, 1973; Lafon, 1984; Smadja, 1993). Like the t-score, it is a one-sided

parametric test assuming that the data is normally distributed. It computes the

difference between an observed value x and the mean of the population µ, expressed

in population standard deviations units σ, as in Equation 3.7.

z =
x− µ

σ
(3.7)

Smadja (1993) uses this standard z-score formula for detecting collocations that

are significantly frequent, by considering x – the frequency of a word, µ – the average

frequency of its collocates, and σ – the standard deviation of the frequency of its

collocates.

But, in general, the z-score AM is used for measuring the significance of the

difference between the observed and expected frequencies for a candidate pair, as in

Equation 3.8 below:

z-score =
O11 − E11√

E11

=
a− (a + b)(a + c)

N√
(a + b)(a + c)

N

=
aN − (a + b)(a + c)√

N
√

(a + b)(a + c)
(3.8)

Berry-Rogghe (1973) essentially uses this formula, with a small modification in the

denominator (which is multiplied with the probability of the collocate v occurring in

a span around u).
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The chi-square test. This test is relatively less used for collocation extraction

than other AMs; it has been used, for instance, in (Krenn, 2000b; Evert and Krenn,

2001).

It is a two-sided non-parametric hypothesis test, which does not assume a particu-

lar distribution for the data. It compares the observed with the expected frequencies

(under the null hypothesis) in each cell of the contingency table, as in Equation 3.9.

If the overall difference is large, then the null hypothesis of independence is rejected.

chi-square =
∑
i,j

(Oij − Eij)
2

Eij

=
N(ad− bc)2

(a + b)(a + c)(b + d)(c + d)
(3.9)

The derivation of the explicit formula from the left-hand side expression is shown in

Appendix C.

Log-likelihood ratios. LLR (Dunning, 1993) is a two-sided parametric test that

has been largely used in relation with collocation extraction, e.g., in (Daille, 1994; Lin,

1999; Orliac and Dillinger, 2003; Lü and Zhou, 2004). As the name suggests, LLR

computes the association score for a candidate pair (u, v) by, basically, contrasting

two likelihoods and considering the logarithm of the result:

• the likelihood of observing the counts in the contingency table under the null

hypothesis of independence;

• the likelihood of observing these counts under the alternative hypothesis of

dependence.15

Under the null hypothesis H0, the probability p of observing the second item in

the pair (v) is independent of the first item (u) being observed. Therefore, p can be

estimated on the basis of the frequency of v in the corpus:

15We follow (Manning and Schütze, 1999) in this presentation of LLR. But for the sake of exactness,
we must mention that Dunning (1993) does not refer to the second likelihood as the alternative
hypothesis, but as the maximum likelihood reached when the independence constraint is relaxed.
However, as it can be seen in (Dunning, 1993, 67), this maximum is in fact reached for exactly the
same probability values p1 and p2 that are computed under the alternative hypothesis.
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p = P (∗, v) =
C1

N
=

a + c

N
(3.10)

On the contrary, under the alternative hypothesis H1, the probability of observing

v is dependent on whether or not u is observed; it is denoted by p1 in the first case

and p2 in the second. When u is observed, p1 is P (v|u); when u is not observed, p2 is

P (v|¬u). Using corpus frequencies, p1 and p2 are computed as follows:

p1 =
P (u, v)

P (u, ∗)
=

a

N
a + b

N

=
a

a + b

p2 =
P (¬u, v)

P (¬u, ∗)
=

c

N
c + d

N

=
c

c + d
(3.11)

Assuming a binomial distribution B(k; n, x) =
(

n
k

)
xk(1 − x)n−k, the probability

of observing the values in the contingency table are computed using the following

probabilities:

• under H0:

1) probability of observing v when u is present: PH0(v|u) = B(a; a + b, p);

2) probability of observing v when u is not present: PH0(v|¬u) = B(c; c+d, p);

• under H1:

1) probability of observing v when u is present: PH1(v|u) = B(a; a + b, p1);

2) probability of observing v when u is not present: PH1(v|¬u) = B(c; c +

d; p2).

The LLR test considers L(H0) = PH0(v|u)PH0(v|¬u) the overall likelihood of

observing the contingency values under H0, L(H1) = PH1(v|u)PH1(v|¬u) the overall

likelihood under H1, and λ their ratio.
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Then, the LLR score is defined and computed as in Equation 3.12.16,17 The com-

putation steps for obtaining the explicit formula are provided in Appendix C.

LLR = −2 log λ = −2 log
L(H0)

L(H1)

= 2(a log a + b log b + c log c + d log d

−(a + b) log(a + b)− (a + c) log(a + c)

−(b + d) log(b + d)− (c + d) log(c + d)

+(a + b + c + d) log(a + b + c + d)) (3.12)

Pointwise Mutual Information. Abbreviated as PMI or more often simply as MI,

this measure introduced by Church and Hanks (1990) is probably the most popular

AM; it has been used, for instance, in (Calzolari and Bindi, 1990; Breidt, 1993; Daille,

1994; Lin, 1998).

Unlike the AMs presented above, it is not a hypothesis test, but a measure related

to Information Theory concepts. For two events in a series of events (like, in our

case, the occurrence of two specific words in a corpus), MI quantifies the amount

information, in information-theoretic terms, an event (in our case, the occurrence of

a word) conveys about the other.

If I(h; i) is the information provided about the event h by the occurrence of event

i, defined as I(h; i) = log2

P (h|i)
P (h)

, then this information is equal to the information

provided about i by the occurrence of h, i.e., I(i; h) = log2

P (i|h)

P (i)
, hence the name

mutual information. MI is computed as in the formula in Equation 3.13, where P (h, i)

represent the joint probability of h and i (i.e., the probability of observing h and i

together).

16Given λ, the quantity −2 log λ is asymptotically χ2-distributed (Dunning, 1993, 68).
17As Evert (2004, 89) remarks, the LLR formula is equivalent to the following formula for the

average-MI association measure: 2
∑

i,j Oij log Oij

Eij
.
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MI = log2

P (h, i)

P (h)P (i)
(3.13)

For lexical co-occurrence, MI is computed as in Equation 3.14, using the following

probabilities:

• P (u, v) – the probability of observing u and v together: P (u, v) =
a

N
;

• P (u, ∗) – the individual probability of item u: P (u, ∗) =
R1

N
=

a + b

N
;

• P (∗, v) – the individual probability of item v: P (∗, v) =
C1

N
=

a + c

N
.

MI = log2

P (u, v)

P (u, ∗)P (∗, v)
= log2

a

N
a + b

N

a + c

N

= log2

aN

(a + b)(a + c)
(3.14)

3.2.5 Criteria for choosing an appropriate AM

The collocation extraction practice has seen various AMs being applied in different

settings, without clear-settled criteria for choosing one AM rather than another. How-

ever, there are theoretical reasons that make certain AMs to be more appropriate for

collocation extraction than other, in a given setting.

Thus, the applicability of certain tests, like the t test and z-score, to the discovery

of lexical associations has often been contested in the literature,18 since these tests

make the assumption that language data is normally distributed, and this assumption

is not justified: whereas in a normal (bell-shaped) distribution most of the data is

grouped around the mean and there are only a few extreme values that are either

much lower or much higher than the mean,19 the lexical data has a skewed, Zipfian

18For instance, in (Dunning, 1993, 61), (Kilgarriff, 1996, 35), and (Evert, 2004, 83).
19In normally distributed data, about two thirds of all values fall within one standard deviation

away from the mean.
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distribution, with a small proportion of high values (i.e., frequent events) and a

majority of low values (i.e., rare events).

The AMs which are based on the assumption of normal distribution work well for

the frequent events, but they behave unreliably for the rare events, which actually

constitute the main body of textual data (Dunning, 1993). The usage of t-score and

z-score is therefore not recommended for low-frequency candidates. In addition, the

z-score is not recommended for small samples (small N), for which the t-score is

better suited (Oakes, 1998, 12).

Also, MI is unreliable for low-frequency pairs, whose scores are considerably over-

estimated, in particular for the pairs occurring exactly once. In fact, Church and

Hanks (1990) suggest a frequency threshold of 5 (f ≥ 5).

The chi-square test overcomes the normal distribution problem, as it makes no

assumptions about the data. It is less sensitive to low frequencies, but still overem-

phasizes rare events. Other disadvantages of chi-square test are that it overemphasizes

common events as well (Kilgarriff, 1996, 35), and it is inaccurate when the sample

size is very small (Manning and Schütze, 1999, 161).20

On the contrary, the LLR test works reasonably well with both rare and common

phenomena, and with both large and small text samples (Dunning, 1993, 62). As a

matter of fact, LLR is generally considered as the most appropriate measure for lexical

association (Daille, 1994; Evert, 2004; Orliac, 2006).21 Still, it has been pointed out

that low values of expected frequencies in the contingency table (less than 1) affect the

reliability of LLR (Pedersen, 1996, 191). In addition, some researchers, e.g., Stubbs

(2002, 73), argue against the assumption of random (e.g., binomial) distribution that

some tests, including LLR, make: a text cannot be compared to the outcome of a

Bernoulli trial, as in a coin-tossing experiment.22

20More precisely, when N is smaller than 20, or it is between 20 and 50 and the expected frequencies
are 5 or less (Manning and Schütze, 1999, 161).

21However, LLR was outperformed by the t-score in a particular extraction setting, namely, when
ranking PP-V data in German (Evert and Krenn, 2001; Krenn and Evert, 2001). Yet, when high
frequency data was considered only (f ≥ 10), LLR performed better than t-score on the first 10%
of the significance list (Evert and Krenn, 2001). For the low-frequency PP-V data (f = 3, 4) LLR
performed comparably to other AMs, while for A-N data it was identified as the best measure for
all frequency stata (Evert and Krenn, 2001).

22The random assumption is considered, however, more plausible than the normality assumption.
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To sum up, selecting a specific AM as the best measure for ranking collocation

candidates is a difficult process, because one has to take into account the particular

setting in which the extraction experiment takes place, like the sample size, the

observed and expected frequencies in the contingency table. Moreover, as argued

by Evert and Krenn (2005, 452), the type of collocations to extract, the domain

of the source corpora, the amount of low-frequency data excluded by the frequency

threshold, as well as the preprocessing tools used also play a role in the practical

relevance of an AM.

The comparative evaluation of AMs is a topic largely dealt with in the literature,

e.g., in (Daille, 1994; Pedersen, 1996; Barnbrook, 1996; Krenn, 2000b; Krenn and

Evert, 2001; Schone and Jurafsky, 2001; Pearce, 2002; Thanopoulos et al., 2002;

Evert, 2004; Pecina, 2005). But, as a matter of fact, the particular results of the

evaluation experiments carried out can hardly be generalized and transferred to a

new extraction setting.

Surprisingly, the raw co-occurrence frequency was found in some settings to pro-

duce results that are as reliable as those obtained with more sophisticated AMs; see,

for instance, (Daille, 1994, 154), (Krenn and Evert, 2001), or (Villada Moirón, 2005).

The question if AMs correlate better with collocability than the raw frequency still

remains open.

The very utility of statistical tests for collocation discovery is actually questioned

by Stubbs (2002), who shows that in large corpora (e.g., 200 million words) the ex-

pected frequencies are so low that virtually any pair occurs more often than expected

by chance; thus, citing a level of significance is pointless. Manning and Schütze

(1999, 155–6) also found that most pairs in a corpus of a 14 million words occurred

significantly more often than chance. They further pointed out that, while the level

of significance is practically never looked at, what matters is the ranking obtained.

Stubbs (2002, 75) adopts a rather radical point of view, suggesting that “whatever

quantitative findings or statistics are produced by the computer, they must be inter-

preted by the human analyst”. Nonetheless, AMs are nowadays successfully used in

extraction systems producing reasonably accurate results, which are used as raw data

for lexicography (Kilgarriff et al., 2004; Charest et al., 2007).
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3.3 Linguistic preprocessing

According to the general architecture of collocation extraction systems described in

Section 3.2.2, the first extraction step consists of the identification of collocation

candidates. This step is most usually based on a linguistic preprocessing of the

source corpus. Regardless of the subsequent statistical computation dealing with

candidate ranking and of the identification method itself (from n-gram methods to

more sophisticated methods), the linguistic analysis of the source text is often seen

as an inescapable requirement for obtaining better extraction results.

The level of analysis performed by an extraction system depends on i) the kind

of targeted results (i.e., semantic co-occurrences or syntactically bound pairs, accord-

ing to the particular understanding adopted for the concept of collocation); ii) the

ranking method applied in the second extraction step (since specific AMs may re-

quire larger or smaller candidate set, or higher frequencies that can be obtained by

clustering the instances of a pair through lemmatization and syntactic analysis); and

iii) the language involved. In most of the cases, this analysis implies at least sentence

boundary detection and tokenization. Lemmatization, POS tagging and a syntactic

analysis are also often necessary, for reasons that are explained below.

3.3.1 Lemmatization

In general, collocation extraction systems deal with lemmas rather than with full word

forms (inflected words). Unless there are practical reasons to extract collocations

involving inflected words, like the absence of appropriate tools, extraction systems

rely on lemmatization in order to abstract away from morphological variants and

to recognize a lexical item in all its inflected forms. The extraction results consist

therefore of collocation types encompassing a relatively large number of tokens.

The usefulness of lemmatization was put forth, for instance, by Heid (1994, 250):

“it seems useful to have an option in statistical programs to calculate the measures for

lemmas rather than word forms”. Also, Stubbs (2002), who performed a detailed lex-

icographic analysis on the collocates of several English words, remarked that lemma-

tization helps in detecting strong associations more easily. Thus, in (Stubbs, 2002,
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82-83) he discusses the example of the word resemblance, whose collocates in the cor-

pus Cobuild—among which the verb bear—are scattered through different forms, but

altogether make up a high proportion of the total number of collocates; see Example

(1) which displays, using the author’s notation, the total number of collocates and

the ratio of each form.

(1) resemblance 1, 085 <bears 18%, bear 11%, bore 11%, bearing 4%> 44%

Also, as indicated by Evert (2004, 35), the grouping of all inflected variants un-

der the same lemma leads to more significant statistical results. The clustering of

word forms is particularly important for languages with a rich morphology, since oth-

erwise the low frequencies recorded in the contingency table could compromise the

applicability of many AMs (as discussed in Section 3.2.5).

However, as noted, for instance, by Calzolari and Bindi (1990, 57), the lemmatiza-

tion has the inconvenience that the specific information on inflection is (in principle)

lost, and this information might be required for the subsequent treatment of results

in other NLP applications.23 Another remark made by them (Calzolari and Bindi,

1990, 57), and also by Stubbs (2002, 28,69), is that different word forms of the same

lemma may have different collocates, as well as different frequencies of occurrence.24

3.3.2 POS tagging

The preprocessing of source corpora based on part-of-speech analysis brings consid-

erable improvements to the identification of collocation candidates. Part-of-speech

(POS) tagging is therefore performed in most of the extraction work, often in rela-

tion with a more detailed analysis at the syntactic level.

Firstly, POS tagging is very useful for better pinpointing candidates in source

text, thanks to the lexical disambiguation it provides. Church and Hanks (1990)

showed, for instance, that POS tags helps in distinguishing phrasal verbs involving

the preposition to (e.g., allude to) from verbs followed by the infinitive marker (e.g.,

23Refer to Table 5.3 in Section 5.1 for an example of collocation in which considering word forms
instead of lemmas would have been preferable.

24Stubbs (2002, 30) gives the example of heated argument vs. *hot argument.
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tend to). The authors note that “we see there is considerable leverage to be gained

by preprocessing the corpus and manipulating the inventory of tokens” (Church and

Hanks, 1990, 25).

Secondly, POS tagging is largely used for filtering out the combinations that are

considered from the start as “noisy” or uninteresting, e.g., the combinations made up

exclusively of function words (D-P, Conj-D, etc). As a matter of fact, most extraction

systems only retain certain types of POS combinations, like N-V, V-N, N-N, A-

N, Adv-V, Adv-A, or V-P.25 The candidate pairs that do not correspond to these

predefined patterns are ruled out.

The literature reports systematically on drastic improvements in the results pre-

cision when a POS filter is applied, based on simple syntactic patterns like the ones

mentioned above (Church and Hanks, 1990; Breidt, 1993; Smadja, 1993; Daille, 1994;

Justeson and Katz, 1995) (see also Section 3.4). However, a strong POS filter works to

the detriment of extraction recall. Some authors argue against the a priori exclusion

of non-content words (van der Wouden, 2001) and against the relatively arbitrary

exclusion of most POS combinations (Dias, 2003), since the collocation phenomenon

appears to involve any category of words and any syntactic structure.

As Fontenelle puts it, (1992, 222), “the term collocation refers to the idiosyncratic

syntagmatic combination of lexical items and is independent of word class or syntactic

structure”. Also, according to van der Wouden (1997, 13), “for almost every category

it seems, in principle, to be possible to participate in collocations”; “syntactically,

(almost) everything is possible in collocation” (van der Wouden, 1997, 14), even

if “there are constraints in terms of syntactic structures or on the combination of

syntactic categories. For example, I cannot think of many collocations of noun plus

adverb, numeral plus adverb, verb plus determiner, etc. Probably, some notion of

constituency or projection is needed to establish the necessary relationship between

the collocants” (van der Wouden, 1997, 14).

While this criticism is directed against the reckless discarding of certain combi-

nations from the very start, providing an abstraction of collocations at POS level by

means of POS tagging remains an incontestably important concern. As Firth states,

25The POS labels have been introduced in Section 2.5.2.
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“grammatical generalizations of word classes and the setting up of categories for the

statement of meaning in terms of syntactical relations is clearly indispensable” (Firth,

1968, 181).

With respect to the distinction drawn in Section 2.2.3 between semantically vs.

syntactically motivated combinations (co-occurrences vs. collocations), lemmatisa-

tion and POS-tagging preprocessing is sufficient for detecting instances of the first

type. On the contrary, the detection of collocations in the restricted linguistic sense

requires a finer syntactic analysis that goes beyond the usage of the simple syntactic

patterns suggested by some POS combinations.26 Such an analysis is provided by

parsing.

3.3.3 Shallow and full parsing

Shallow parsing (or chunking) is performed more often than the full parsing in the

preprocessing stage of extraction procedures, since more widely available. Whereas

the full (or deep) parsing aims at building a complete syntactic structure for a sentence

and at marking predicate-argument relations, chunking only provides partial and

relatively simple structures for contiguous intra-clausal constituents (like AdvP, AP,

NP, PP, or verbal complexes).

The identification of collocation candidates from chunked text is considered as

more reliable than the identification based on POS-tagged text, thanks to the presence

of a (constituent-internal) syntactic link between the items in a pair and to the POS-

disambiguation.27 Chunking also makes the extraction more tractable with respect

to the window method, which relies exclusively on POS information and considers all

the combinatorial possibilities in a collocation span (usually consisting of 5 content

words). Yet, a major drawback of the extraction based on chunking is that the

numerous syntactic relations holding between words in two distinct constituents, as

well as the predicate-argument relations, are missed.

26In particular, as Heid (1994) states, “computational tools which would just look for combinations
of adjacent lexemes would not retrieve all combinations which fall under the syntactic definitions”.

27The percentage of ambiguous tokens in a language depends on its morphology and on the tagset
considered. For English, it has been estimated as being roughly 40% (Hajič, 2000).
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However, some shallow parsers aim at recovering such relations, or at least part of

them. Thus, Basili et al. (1994) present an extraction approach that copes with this

problem by relying on a “not so shallow” syntactic analysis. This analysis retrieves

long-distance dependencies by means of so-called skip rules defined in a “discontinu-

ous grammar” framework. The authors find that “adding more syntactic knowledge

to the recipe significantly improves the recall and precision of detected collocations,

regardless of any statistical computation” (Basili et al., 1994, 447).

Dependency parsing proper, that captures the relations between a head word and

the dependent words (and thus provides a bridge between shallow and full parsing)

has also been used for identifying collocation candidates, e.g., by Lin (1998; 1999).

The main advantage of this kind of preprocessing is that there is no a priori limitation

for the distance between two items in a candidate pair, as in the case of POS-tagging

or shallow-parsing preprocessing.

More recently, full parsing—either stochastic or symbolic—has also been used

for preprocessing the source corpus, but in a relatively fewer number of works with

respect to shallow parsing, undoubtedly because of its much more reduced availability

(Blaheta and Johnson, 2001; Pearce, 2001a; Schulte im Walde, 2003; Lü and Zhou,

2004; Villada Moirón, 2005). Full parsing makes it possible to deal with grammatical

transformations that certain candidate pairs, notably those involving a verb, like verb-

object, often undergo: passivization, relativization, interrogation, cleft sentences, etc.

As in the case of dependency parsing, the linear distance between the two candidate

items is irrelevant; the criterion used for identifying a candidate pair is the syntactic

proximity, instead of the linear proximity of items in text.

There are multiple advantages that are brought to collocation extraction by the

syntactic analysis of the source corpora, provided that adequate analysis tools are

available that allow the accurate, robust and fast preprocessing of the whole source

corpus. Using a syntax-based method of selecting collocation candidates should trans-

late, first, into a higher extraction precision and recall, and second, into an improved

tractability of the candidate ranking step, as many spurious candidates are ruled out

from the start.
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Also, by detecting those pair instances that are subject to complex syntactic oper-

ations, syntax-based methods help in computing more accurate frequency information

for candidates, which in turn should help AMs to propose a more accurate ranking for

candidates. Moreover, AMs become more reliable when different syntactic variants

of pairs are clustered thanks to the syntactic analysis, in the same way in which mor-

phological variants are clustered through lemmatization. Another possible advantage

of syntactically preprocessing the source corpora is that AMs can also benefit from

the tuning to the syntactic configuration, since the performance of AMs appear to be

related to the syntactic type of candidate data (Evert and Krenn, 2001).

The possible inconveniences of adopting a syntax-based extraction approach in-

stead of a syntactically-uninformed approach are the dependence on the language or

on a specific linguistic theory, as well as the more limited availability of the required

tools. In addition, it is necessary to specify a priori the set of relevant syntactic con-

figurations and to ensure that it has a satisfactory coverage, tasks that might reveal

quite difficult in practice.

3.3.4 Beyond parsing

It has been pointed out in the literature that in certain cases, even a detailed syntactic

analysis might prove insufficient for retrieving some collocation instances. The follow-

ing example from (van der Wouden, 2001, 33) supports the author’s statement that

automatic search procedures will never find all instances of some combinations. In

fact, virtually no existing NLP technique could succeed in retrieving the verb-object

link between collect and stamps.

(2) As to collecting, we’re not interested in coins, books, . . . Our sole concern is

stamps.

Similarly, Stone and Doran (1996, 92) discuss the example of the collocation narrow

escape, in which one of the items (escape) does not even occur in the text, but could

be identified as an external discourse entity:
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(3) Whew! [after burrowing and swimming out of Alcatraz, amid nearby shots

and searchlights] That was narrow !

The authors suggest that collocations should be seen as holding between “objects in

an evolving model of discourse” rather than between words, also because collocations

introduce entities that are available for subsequent reference (Stone and Doran, 1996,

92). In fact, it is not unusual that an item of a candidate pair occurs in a different

sentence, and is replaced in the current sentence by a referring expression—usually a

pronoun, as in Example (4) below (Stone and Doran, 1996, 92). Anaphora resolution

techniques are therefore necessary in order to link the pronoun it to the collocational

antecedent, escape.

(4) Their escape had been lucky; Bill found it uncomfortably narrow.

Complementing parsing with discourse-level techniques is expected to benefit collo-

cation extraction, in particular by promoting in the output list those candidate pairs

in which the collocate happens to be often pronominalized.

Another situation in which parsing alone does not suffice for retrieving candidate

instances is when the items involved undergo a grammatical category change. Pairs

like those shown in (5-a) or in (5-b) could, in principle, be considered as equivalent

collocations, and therefore should count as instances of the same collocation type.

But in order to achieve this more abstract grouping, parsing should be complemented

by other techniques such as stemming or syntactic transformation rules.28

(5) a. to make a decision, decision making

b. strong argument, strength of argument, to argue strongly, to strengthen an

argument

28As in (Jacquemin et al., 1997); see also Section 3.4.3.
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3.4 Survey of the state of the art

The following survey of existing collocation extraction work is presented in a language-

oriented fashion, motivated by the fact that different languages often follow slightly

different methodologies, as required by their morphosyntactic characteristics. The

review provided is rather exhaustive. Basically, whenever a work concerns the appli-

cation of techniques for the discovery of significant lexical associations (such as those

introduced in Section 3.2), it is included in the review, even if the targeted linguistic

phenomenon is more specific, more general, or labeled with a different term than col-

location. For instance, we include in this review work on terminology extraction, e.g.,

(Bourigault, 1992a; Daille, 1994; Dagan and Church, 1994), since closely related to

collocation extraction, as well as work dealing with specific syntactic configurations

such as compound nouns, verb-particle constructions, or support-verb constructions.

This review does not discuss, however, the efforts of deriving collocations cross-

linguistically by exploiting parallel corpora via alignment—e.g., (Kupiec, 1993; Wu,

1994; Smadja et al., 1996; Kitamura and Matsumoto, 1996; Melamed, 1997)—, since

it only focuses on monolingual extraction. Also, it does not discuss the related but

different methodology used for extracting collocations longer than two items, as this

work will be described in more detail in Chapter 5.

3.4.1 English

It goes without saying that the bulk of existing extraction work deals with the English

language. The earlier methods developed are generally based on n-gram techniques,

and are therefore capable of extracting sequences of adjacent words only; moreover,

the AM used is the plain co-occurrence frequency (Choueka, 1988; Kjellmer, 1994;

Justeson and Katz, 1995). The last method cited also applies a POS filter on candi-

dates in the preprocessing stage. Similarly, the method of Church and Hanks (1989;

1990) extracts adjacent pairs that are likely to constitute phrasal verbs by POS-

tagging the source text, but it further applies MI for candidate ranking.

The Xtract collocation extraction system (Smadja, 1993) detects “rigid” noun

phrases (e.g., stock market, foreign exchange, New York Stock Exchange, The Dow
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Jones average of 30 industrials), phrasal templates (e.g., common stocks rose *NUM-

BER* to *NUMBER* ),29 and, notably, flexible combinations involving a verb, called

predicative collocations (e.g., index [...] rose, stock [...] jumped, use [...] widely).

The system combines the z-score AM with several heuristics such as the systematic

occurrence of two lexical items at the same distance in text. A parser is eventually

used for validating results, leading to a substantial increase in the extraction preci-

sion, from 40% to 80%. The validation involved the top 4,000 pairs in the significance

list and was performed by a professional lexicographer.

In the Termight terminology extraction system (Dagan and Church, 1994), techni-

cal terms—more precisely, NPs—are identified by means of regular expressions defin-

ing syntactic patterns over POS tags. The candidates are grouped under the same

head noun and are sorted according to their frequency; a concordancer then displays

the context of terms and the context of their candidate translations, which are found

on the basis of word alignments.

Shallow parsing was first used by Church et al. (1989) for detecting verb-object

collocations, which were then ranked using MI and t-score AMs. Also, in the Sketch

Engine (Kilgarriff et al., 2004), collocation candidates are identified based on shallow

parsing implemented as regular expression pattern-matching over POS tags. The AM

used is an adaptation of MI that gives more weight to the co-occurrence frequency.

As it is the case for these methods, the more recent work is generally able to detect

flexible pairs, since it relies on shallow-, dependency-, or full parsing.

Thus, Grefenstette and Teufel (1995) extract V-N pairs by using a robust depen-

dency parser, with the specific goal of identifying nominalisation constructions. Lin

(1998; 1999) also uses a dependency parser for identifying candidate pairs or several

types. For ranking these pairs, the author uses a version of MI that takes into account

the syntactic relation (Lin, 1999), or the LLR measure (Lin, 1999).

Collocation extraction has also been performed from statistically parsed corpora,

e.g., by Pearce (2001a), who studies restrictions on synonym substitution, or by

Blaheta and Johnson (2001), who extract verb-particle constructions with a log-linear

29The term phrasal template denotes sequences of words with empty slots standing for POS tags
(Smadja, 1993, 149).
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model it proposes as an AM. Symbolic parsing is used in the preprocessing stage by

Goldman et al. (2001)—the early version of our extractor—and later by Orliac and

Dillinger (2003), Wu and Zhou (2003), and Lü and Zhou (2004). All these methods

use LLR for ranking, except the method of Wu and Zhou (2003) which uses weighted

MI, a version of MI that compensates for the tendency of MI to overestimate rare

pairs.

As Pearce (2002, 1530) states, “with recent significant increases in parsing effi-

ciency and accuracy, there is no reason why explicit parse information should not be

used”, at least as far as English language is concerned. Nonetheless, a few extraction

works nowadays still limit their preprocessing to POS tagging. For instance, Zaiu

Inkpen and Hirst (2002) extract collocations from a POS-tagged corpus, the BNC.30

They apply a POS filter for removing closed-class words, then use the BSP package31

to extract adjacent pairs from the remaining tokens and to rank these pairs with sev-

eral AMs. Also, Dias (2003), who argues against the a priori definition of syntactic

patterns, bases his extraction on POS-tag sequences within a text window.

The relative simplicity of English language in terms of both morphology and

syntax facilitates the use of more rudimentary techniques, like the application of

AMs directly on plain text or on POS-tagged text inside a small collocational span.

In other languages, however, a more advanced linguistic preprocessing is required in

order to obtain acceptable results.

3.4.2 German

German is the second most investigated language from the point of view of colloca-

bility, thanks to the early work of Breidt (1993) and, more recently, to that of Krenn

and Evert that was centered on evaluation, e.g., (Krenn, 2000b; Krenn and Evert,

2001; Evert and Krenn, 2001; Evert, 2004; Evert and Krenn, 2005).

Before syntactic tools for German became available, Breidt (1993) extracted V-N

30British National Corpus (BNC) is a 100 million word collection of samples of 20th century British
English, that has been automatically POS tagged (http://www.natcorp.ox.ac.uk/corpus/).

31The Bigram Statistic Package (BSP) identifies bigrams in corpora and implements several AMs:
MI, Dice coefficient, chi-square, LLR, and Fisher’s exact test. Since it was extended to handle
n-grams, it is now known as NSP (Banerjee and Pedersen, 2003).
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pairs (such as [in] Betracht kommen, ‘to be considered’, or [zur] Ruhe kommen, ‘get

some peace’) using the window method. She evaluated the performance of MI and t-

score AMs in a variety of settings: different corpus and window size, presence/absence

of lemmatization, of POS tagging, and of (simulated) parsing. The author argues that

extraction from German text is more difficult than from English text due to the much

richer inflection for verbs, the variable word-order, and the positional ambiguity of

arguments; she shows that even distinguishing subjects from objects is very difficult

without parsing. The study found that in order to exclude unrelated nouns, a smaller

window of size 3 is preferable, although at the expense of recall. Increasing the

corpus size leads to considerable improvement of recall, but causes a slight decrease

in precision. If parsing (which is simulated by eliminating the pairs in which the noun

is not the object of the co-occurring verb) leads to a much higher precision of results,

the lemmatization alone does not help, for it promotes new spurious candidates.

The conclusion of the study was that a good level of precision can only be obtained

for German with parsing: “Very high precision rates, which are an indispensable

requirement for lexical acquisition, can only realistically be envisaged for German

with parsed corpora” (Breidt, 1993, 82).

More recent work, e.g., (Krenn, 2000b; Krenn, 2000a; Krenn and Evert, 2001;

Evert and Krenn, 2001; Evert, 2004) made use of chunking for extracting particular

types of collocations such as P-N-V, and was mostly concerned with the comparative

evaluation of AMs.

Thus, Krenn (2000a; 2000b) describes an extraction experiment concerning ad-

jacent and non-adjacent, full and base form P-N-V (PP-V)32 candidates, aimed at

distinguishing collocational from non-collocational combinations. Since POS infor-

mation and partial parsing is employed, the set of candidates identified is argued

to contain less noise than if retrieved without syntactic information (Krenn, 2000a).

The experiment compares several AMs—MI, the Dice coefficient, LLR, the relative

entropy—with two newly-proposed identification models: i) the phrase entropy for

P-N pairs, since the low entropy is considered an an indicator of collocability, and

32These patterns describe expressions that are in fact similar to those retrieved by Breidt (1993),
e.g., zur Verfügung stellen (lit., at the availability put, ‘make available’), am Herzen liegen (lit., at
the heart lie, ‘have at hearth’).
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ii) the lexical keys model, based on lists of typical support verbs. Evaluation based

on manually classified data containing more than 30, 000 candidates showed that re-

sults depend on the frequency threshold applied, on whether lemmatization is used

or not, and on the type of collocation (the author distinguishes between figurative

expressions and support-verb constructions). The study found that the P-N entropy

model outperforms the AMs on higher frequency, full form data, i.e., data on which

a threshold of 5 or 10 is applied. However, its advantage is less pronounced when

base forms and lower frequency data is included (f ≥ 3). Also, while combining the

entropy with the lexical keys model proved very helpful in identifying support-verb

constructions, it proved less helpful in identifying figurative expressions.

As in a subsequent comparative evaluation experiment (Krenn and Evert, 2001),

the PP-V candidates can be grammatically incorrect, since the PP and V items are

only required to occur within the same sentence and no parsing is performed to

ensure that there is a grammatical relation holding between the two. The reported

n-best precision, computed using the same gold standard of manually extracted PP-

V collocations, showed that more accurate results are obtained for higher frequency

data: thus, the precision is 40% for f ≥ 3 and higher than 50% for f ≥ 5. It was also

shown that the t-score is the best AM for identifying PP-V collocations, and that

no AM performs significantly better than the simple co-occurrence frequency.33 The

experiment involved full form data, but the authors reported that similar differences

could be observed among the compared AMs on base form data.

Evert and Krenn (2001) performed a similar evaluation experiment in which, in

addition to PP-V collocations, they extracted adjacent A-N pairs using a POS tagger.

The authors found that LLR is the best AM for identifying A-N collocations, while

chi-square and MI perform worst, as in the case of PP-V data. Evaluation was also

performed separately on different frequency strata, i.e., for high and low frequencies.

On high frequency PP-V data, LLR outperformed the t-score on the top 10% of the

significance list, but the t-score was found better on the remaining part. Another

finding of the study was that, contrary to previous claims, MI did not perform better

33In particular, LLR was found significantly worse than frequency, although better than other
AMs (Krenn and Evert, 2001).
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on high frequency data than on low-frequency data: its relative performance with

respect to other AMs did not improve with a higher frequency, as one could expect

(see Section 3.2.5). As for low-frequency data, all AMs had similar performance on

PP-V data, while on A-N data LLR emerged as the best AM. The study also showed

that on these data the raw co-coccurrence frequency was significantly worse than all

AMs.

Also, Evert and Kermes (2002; 2003) focused on the evaluation of linguistic

preprocessing—as opposed to the evaluation of AMs—, since this stage has a crucial

influence on the final results obtained. The authors evaluated the grammaticalness

of A-N pairs extracted using three different methods: 1) identification of adjacent

A-N with a POS-tagger, 2) identification of an A followed by an N within a window

of 10 words, and 3) identification based on chunking. Evaluation against A-N pairs

extracted from the same corpus (i.e., the Negra treebank containing syntactic anno-

tations) showed that the highest recall is obtained with chunking, but the precision of

the chunk-based method is comparable to that of the adjacency method. This result

is hardly surprising, given the rigidity of the syntactic type considered.

In addition to the work centered on evaluation, collocation extraction work has also

been performed, for instance, by Zinsmeister and Heid (2002; 2004), who compared

the collocational behaviour of compound nouns with that of their base noun, and

showed that this is correlated with semantic transparency. Also, Zinsmeister and Heid

(2003) focused on the detection of A-N-V triples and on classifying them into idiomatic

combinations, combinations of collocations, mixed triples,34 and regular combinations

by means of machine learning techniques. In addition, Schulte im Walde (2003) built a

collocation database for a variety of syntactic types, which contains subcategorization

details for nouns and verbs. All these methods use LLR for candidate ranking and are

based on the full stochastic parsing of the source texts. This analysis is argued to be

indispensable for identifying verbal collocations,35 and to lead to a higher precision

and recall with respect to partial analyses.

34An example of each is: letzt Wort haben - ‘have the last word’ (idiomatic combination), klar
Absage erteilen - ‘clearly reject’ (combination of collocations), rote Zahlen schreiben - ‘be in the red’
(mixed triple). Mixed triples associate a collocational with a regular combination.

35In particular, the constructions with split particles (Zinsmeister and Heid, 2002).
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Yet, chunked text has been used in several other works, e.g., for identifying A-V

collocations in predicative constructions (Kermes and Heid, 2003), or for identifying

morphosyntactic preferences in collocations: thus, Evert et al. (2004) deal with

number and case of nouns in A-N collocations, while Ritz (2006) focuses on number,

case, determination, modification for nouns, and on negation and subtype—main,

auxiliary, modal—for verbs in V-N collocations.

Finally, Wermter and Hahn (2004) used a POS tagger and a shallow parser in

order to extract collocational and idiomatic PP-V combinations by applying the lim-

ited modifiability criterion: the pairs which are frequent and in which the adjectival

modifiers of the noun in the PP constituent show a lower dispersion are promoted

in the significance list.36 This method was found to perform significantly better

than the co-occurrence frequency both in this particular experiment involving high-

frequency PP-V pairs (f > 10), and in a different extraction experiment concerning

high-frequency terms in English (f > 8) (Wermter and Hahn, 2006).

3.4.3 French

Outstanding work on lexicon-grammar carried out before computerized tools even

became available (Gross, 1984) makes French one of the most studied languages in

terms of distributional and transformational potential of words. Automatic extraction

of collocations was forsit performed by Lafon (1984), then, to a certain extent, in the

framework of terminology extraction systems which deal specifically with NPs, but

which apply the same extraction methodology in order to discover significant lexical

associations.

Thus, Lafon (1984) extracts significant co-occurrences of words from plain text by

considering (oriented, then non-oriented) pairs in a collocational span and by using

the z-score as an AM. The preprocessing step merely consists in detecting sentence

boundaries and ruling out the functional words. The author noted that verbs rarely

occur among the results, probably as a consequence of the high dispersion among

different forms (Lafon, 1984, 193). Apart from the lack of lemmatization, the lack of

36More precisely, the method promotes the pairs in which the adjectival modifier has a high relative
frequency.
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a syntactic analysis was identified as one of the main source of problems encountered

in the extraction. The author pointed out that any interpretation of results should be

preceded by the examination of results through concordancing (Lafon, 1984, 201).37

The LEXTER terminology extractor (Bourigault, 1992a; Bourigault, 1992b) de-

tects NPs using surface analysis, by making the assumption that the grammatical

form of terminological units is relatively predictable. First, the frontiers of maximal-

length NPs are detected, based on POS information; elements like inflected verbs,

pronouns, conjunctions, and prepositions other than de et à are considered as fron-

tier markers. Second, the maximal NPs so identified (e.g., disque dur de la station de

travail) are further split into smaller units, like N-A (disque dur) and N-P-N (station

de travail), using shallow parsing. Up to 800 different structures are identified by the

shallow parser module (Bourigault, 1992b, 979). The author states that given the

high quality of results already obtained by relying on a surface analysis, a complete

syntactic analysis is unnecessary.

Similarly, the ACABIT system (Daille, 1994) extracts compound nouns defined

by specific patterns, e.g., N-A, N-N, N-à-N, N-de-N, N-P-D-N, by relying on lemma-

tization, POS tagging, and on shallow parsing with finite state automata over POS

tags. For ranking the candidate terms, the system applies a long series of AMs; their

performance is tested against a domain-specific terminology dictionary and against a

gold-standard manually created from the source corpus with the help of three experts.

The evaluation study highlighted LLR as the best performing AM, among other AMs

which were retained as appropriate.38 The raw frequency of pairs was also found as a

good indicator of termhood, but it has the disadvantage of not being able to identify

rare terms (Daille, 1994, 172–3). In fact, a high number of terms were found between

low-frequency pairs, with f = 2 (Daille, 1994, 154). LLR was eventually preferred

for its good behaviour on all corpus sizes and for promoting less frequent candidates

as well (Daille, 1994, 173). The author argues that by using finite state automata for

37“[...] c’est moins l’absence de lemmatisation que l’impasse faite sur la dimension syntagmatique
au moment de l’émiettement du texte en formes graphiques qui fait problème. Le nécessaire recours
aux concordances avant tout commentaire interprétatif d’un dépouillement, atteste suffisamment ce
dernier point” (Lafon, 1984, 201).

38The retained AMs are FAG – Fager and MacGowan coefficient, cubic MI, LLR, and frequency
(Daille, 1994, 137).
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extracting candidates in different morphosyntactic contexts without a priori limiting

the distance between two words, a better performance is achieved with respect to

the mobile window technique. The author’s claim is that the linguistic knowledge

drastically improves the quality of stochastic systems (Daille, 1994, 192).

Despite the fact that in these extraction systems the targeted phenomenon is quite

specific (i.e., NPs), as pointed out in (Jacquemin et al., 1997), the candidates are still

subject to numerous linguistic variations, both from a morphological and syntactic

point of view. Therefore, Jacquemin et al. (1997) takes into account the derivational

morphology and defines transformational rules over syntactic patterns, in order to

achieve a broader extraction coverage. The derivational morphology accounts for

correspondences like between modernisateur and modernisation. Syntactic transfor-

mations (such as fruits tropicaux – fruits et agrumes topicaux, stabilisation de prix –

stabiliser leurs prix ) are inferred from a corpus by first looking at collocations within

a window of 10 words,39 then by applying a syntactic filter based on shallow parsing.

The transformation rules are defined as regular expressions over POS tags, and are

proposed on the basis of both linguistic and empirical considerations. Nonetheless,

certain linguistic phenomena (such as sentential complements for nouns and long

distance dependencies) cannot be accounted for by this approach, and the authors

suggest that these phenomena might require a deeper syntactic analyzer (Jacquemin

et al., 1997, 28).40

Collocation extraction proper—as opposed to term extraction—has been per-

formed in (Goldman et al., 2001), the early version of our extractor. Candidate

data involving a wide range of syntactic configurations are first identified in French

texts using full parsing, then they are ranked using LLR. Long distance dependencies

can be retrieved even if subject to complex grammatical transformations; for exam-

ple, some instances of verb-object collocations were detected in which the constituent

items were separated by as many as 30 intervening words (Goldman et al., 2001, 62).

39The authors argue that a collocational span of 5 words as commonly used for English is insuffi-
cient for French, since French has “longer” syntactic structures (Jacquemin et al., 1997, 27).

40The evaluation of extraction results showed that the discovery of term variants lead to a drastic
improvement of recall over text simplification techniques based on stemming; in particular, the recall
triples and reaches 75.2%.
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Also, Tutin (2004) extracts collocations using the local grammar formalism and

the INTEX system (Silberztein, 1993), while Archer (2006) detects collocations con-

sisting of a verb and an adverb expressing the meaning of intensity (e.g., changer

radicalement, ‘to change radically’) for inclusion in the Papillon lexical database. The

candidate pairs, which are identified from syntactically-analysed text, are ranked with

the weighted MI measure introduced by Wu and Zhou (2003); then, they are further

filtered on the basis of their conceptual similarity to an existing list of intensifying

adverbs.

Other extraction work that exists for French, e.g., (Ferret, 2003; Ferret and Zock,

2006),41 is not actually concerned with collocations, but rather with co-occurrences

(or collocations in the broader statistical sense, according to the distinction drawn in

Section 2.2.3).

3.4.4 Other languages

Collocation extraction work has also been performed for a number of other languages,

notably, Italian, Dutch, Korean, Japanese and Chinese. In most cases, the extraction

is based on the reuse of existing techniques or on improved versions. As for the

preprocessing stage, this is most usually limited to POS tagging.

• Italian—for instance, Calzolari and Bindi (1990) used the mobile window method

on plain (unprocessed) text in order to identify candidates, and used MI for

ranking them.42 Later, Basili et al. (Basili et al., 1994) made use of parsing

information, as discussed in Section 3.3.3.

• Dutch—Villada Moirón (2005) retrieves P-N-P and PP-V candidates (such as

in het kader van, ‘in the framework of’ and in pand houden, ‘keep in custody’)

by using POS filtering and, partly, parsing, then applies several AMs for ranking

the candidates. In particular, the author applies the log-linear model defined in

41This work (Ferret, 2003; Ferret and Zock, 2006) is focussed on topic segmentation, and relies on
the extraction of co-occurrences involving A, N and V lemmas within a window of length 20. The
AM used for ranking is MI.

42A standard window size of 5 words has been considered.
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(Blaheta and Johnson, 2001), but this is found to perform worse than traditional

AMs, like LLR or chi-square (Villada Moirón, 2005, 106).43 Chunking was also

previously considered for PP-V identification as an alternative to parsing, but

it revealed impractical for Dutch because of the syntactic flexibility and the

relatively free word order (Villada Moirón, 2005, 162).

• Korean—for instance, Shimohata et al. (1997) used an adjacency n-gram model

applied to plain text, without preprocessing, coupled with entropy for ranking.

Kim et al. (1999) relied, instead, on POS-tagging, and proposed an AM that

takes into account the relative positions of words. They argued that Xtract-like

techniques are inappropriate for Korean due to the freer word order.

• Japanese—Ikehara et al. (1995) applies an improved n-gram method in order

to extract interrupted and non-interrupted collocations.

• Chinese—Wu and Zhou (2003) and Lü and Zhou (2004) extracted Chinese col-

locations by using the same parse-based techniques they used for English collo-

cations (see Section 3.4.1). Also, Lu et al. (2004) employed a method similar to

Xtract, while Huang et al. (2005) used POS information and regular expression

patterns borrowed from the Sketch Engine (Kilgarriff et al., 2004). The authors

pointed out that an adaptation of these patterns for Chinese is necessary in

order to cope with syntactic differences and the richer POS tagset.

3.5 Summary

Spanning several decades already, collocation extraction is a very active research area

that has witnessed an impressive development both with respect to the techniques

used for ranking candidate pairs according to their collocational strength, and to

the techniques of text preprocessing used for the identification of candidate pairs in

corpora. Collocation extraction experiments have been performed in high number of

languages, with English and German being by far the most investigated.

43Villada Moirón (2005) also found that LLR performed best on P-N-P data (2005, 84), and
second best on PP-V data (2005, 118) after the salience AM (2005, 60).



3.5. SUMMARY 75

After presenting the state of the art in ranking methodology as well as the most

popular association measures (AMs), this chapter provided an inclusive overview of

existing extraction work. This review was particularly focussed on the level of linguis-

tic analysis performed in the preprocessing stage by extraction systems. Regardless

of the AMs used for ranking candidates and of the various methods used for candi-

date identification (that may range from the simple consideration of adjacent words

to the complex recovery of long-distance links between syntactically-related items),

extraction procedures are typically preceded by a preprocessing step in which the

linguistic analysis of the text is performed in order to support the identification of

collocation candidates in the text (e.g., lemmatization, POS tagging, chunking or,

more rarely, parsing). Sometimes, however, candidates are selected directly from

plain text, with a combinatorial procedure applied to a limited context (i.e., the

mobile-window method).

While this rudimentary procedure performs reasonably well for English, many of

the reviewed studies pointed out, however, that for languages which exhibit a richer

morphology and a freer word order, a linguistic analysis is an inescapable requirement

for obtaining acceptable results. The strategy of widening the collocational window

was proven inefficient for such languages (e.g., for German and Korean).

Rudimentary extraction techniques continue to be largely used nowadays even

for languages for which syntactic tools became available. We argue that a detailed

linguistic analysis (that goes beyond the mere morphological analysis or the superficial

techniques based on pattern-matching over POS categories) is necessary for obtaining

highly reliable extraction results. The dramatic advances in the parsing field now

enable the shift to syntax-based approaches to collocation extraction, as the one we

will present in the next chapter.





Chapter 4

Syntax-Based Extraction of Binary

Collocations

This is the core chapter of the thesis, which describes and evaluates our methodology

of collocation extraction based on deep syntactic parsing. Section 4.1 provides a more

detailed account of the existing syntax-based work, and states the specific require-

ments that our extraction system aims to fulfill. Section 4.2 introduces Fips, the

syntactic parser on which our approach is based. The extraction methodology proper

is presented in Section 4.3, whereas Section 4.4 deals with its evaluation against

a standard baseline, the window method. In the view of the experimental results

obtained, Section 4.5 presents a contrastive analysis of these approaches at a more

abstract level.

4.1 Introduction

As seen in the previous chapter, the past decades have witnessed a sustained activity

in the area of collocation extraction, with a high number of languages being investi-

gated. Most often, the extraction work was based on statistical techniques such as

hypothesis testing (see Section 3.2.4). A wide range of word association measures

were thus proposed, among which the log-likelihood ratios measure (LLR) (Dunning,

1993) was selected by numerous researchers as one of the most useful, thanks to its
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particular suitability to low-frequency data.

Typically, the existing collocation extraction systems rely on the linguistic prepro-

cessing of source corpora in order to better identify the candidates whose association

strength is to be quantified by association measures. However, the analysis performed

is most of the time limited to a superficial level, e.g., POS-tagging or shallow parsing

implemented using pattern matching of regular expressions over POS categories. Yet,

many researchers have pointed out that successful collocation extraction requires a

more detailed analysis, since collocations are often syntactically flexible. As shown in

Example (1) below, they can cross the boundaries of minimal constituents and even

those of clauses.1

(1) a. play – role

It is true, we must combat the menace of alcoholism in young people, and

this text successfully highlights the role that families, teachers, producers

and retailers must play in this area.

b. article – state

The first article of the EC-Vietnam Cooperation Agreement which we

signed with the government of Vietnam in 1995 states that respect for

human rights and democratic principles is the basis for our cooperation.

c. important – issue

The issue of new technologies and their application in education naturally

generates considerable interest and is extremely important.

Several researchers—e.g., Smadja (1993), Pearce (2002), Krenn (2000a), and Evert

(2004)—pointed out that ideally, collocation extraction would rely on the syntactic

analysis of source corpora in order to properly identify candidate pairs since the recent

developments in the field of parsing now enable the analysis of large bodies of text:

“Ideally, in order to identify lexical relations in a corpus one would need to

first parse it to verify that the words are used in a single phrase structure”

(Smadja, 1993, 151)

1All the examples provided in this thesis are drawn from sentences occurring in our corpora.
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“with recent significant increases in parsing efficiency and accuracy, there

is no reason why explicit parse information should not be used” (Pearce,

2002, 1530)

“the latter two approaches [window method and POS information] are still

state-of-the-art even though the advantage of employing more detailed lin-

guistic information for collocation identification is nowadays largely agreed

upon” (Krenn, 2000a)

“Ideally, a full syntactic analysis of the source corpus would allow us to

extract the cooccurrence directly from parse trees” (Evert, 2004, 31).

As a matter of fact, the more recent extraction work shows a growing interest

in the full parsing of source corpora prior to the statistical computation. As can

be seen from the general review from Section 3.4, a number of systems are based

on parsers or on syntactically-annotated text (Lin, 1998; Lin, 1999; Pearce, 2001a;

Blaheta and Johnson, 2001; Zinsmeister and Heid, 2003; Schulte im Walde, 2003;

Orliac and Dillinger, 2003; Wu and Zhou, 2003; Lü and Zhou, 2004; Villada Moirón,

2005). A closer look at this work reveals, however, that there is still a long way to go

towards fully-fledged syntax-based extraction.

(Lin, 1998; Lin, 1999) Lin’s system based on dependency parsing for English

(1998; 1999) has several shortcomings. In order to reduce the number of parsing

errors, only the sentences having less than 25 words are permitted, and only

the complete analyses are considered for extraction (Lin, 1998, 58). Parsing

errors appear to cause such a serious problem, that the author has to proceed

to their semi-automatic correction before collecting collocation candidates from

the output structures. The author reports that 9.7% of the output pairs checked

in a small evaluation experiment involved parsing errors (Lin, 1999, 320). This

error rate is rather high, given that the pairs evaluated were taken from the

top-scored results.

(Wu and Zhou, 2003; Lü and Zhou, 2004) A similar error rate (7.85%) was

obtained for the top collocations extracted with the system of Wu, Lü, and Zhou
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(2003; 2004) based on the NLPWin parser. In fact, 157 out of 2000 randomly

selected items from the results with a high LLR score were spurious candidates

(Lü and Zhou, 2004). Besides, this system only extracts 3 syntactic types,

namely V-O, N-A, and V-Adv, which are considered as the most important.

(Villada Moirón, 2005) The problem of parsing precision is also faced by the

system of Villada Moirón (2005). The numerous PP-attachment errors made

by the Alpino parser forced the author to consider an alternative, chunk-based

approach for the detection of P-N-P constructions in Dutch, and an ad-hoc

method for the identification of PP-V constructions. This method consists of

combining each verb and each PP in a sentence; the parser only contributes

with information on phrase boundaries (Villada Moirón, 2005, 97). As in the

case of Lin (1998; 1999), sentences longer than 20 words were excluded, since

they were problematic for the parser.2

(Orliac and Dillinger, 2003) The parser used by Orliac and Dillinger (2003) also

suffers from several limitations. Although it succeeds in identifying predicate-

argument relations from passive and gerundive constructions, it is unable to

handle other constructions, like the relative ones. In an experiment that evalu-

ated the extraction coverage, the relative constructions have been found respon-

sible for nearly half of the candidate pairs missed by their collocation extraction

system.

Other systems based on syntax As for the extraction methods based on sta-

tistical parsing, like (Pearce, 2001a; Blaheta and Johnson, 2001) for English

and (Zinsmeister and Heid, 2003; Schulte im Walde, 2003) for German, their

main inconvenience is that they are difficult to apply on new corpora which are

different from the ones used in the parsers’ training.

Given the limitations discussed above, it is apparent that the existing extraction

methodology based on parsing is not yet fully developed, and its major shortcomings

are related to the parsing robustness, precision, and coverage. In our opinion, the

2The author notes that newer versions of the parser are able to process these sentences as well.
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requirements that must be met by an ideal collocation extraction system based on

full syntactic parsing are the following:

(R1) being able to process robustly and acceptably fast large bodies of textual data,

regardless of the domain or the characteristics of the input text (e.g., sentence

length);

(R2) being able to handle the typical syntactic constructions that challenge the can-

didate identification process by introducing long-distance dependencies (e.g.,

passive-, relative-, interrogative- and cleft constructions, but also coordinations,

subordinations, parenthesized clauses, enumerations, or appositions);

(R3) allowing generality in what concerns the syntactic type of combinations ex-

tracted (i.e., instead of being tailored to one or a few specific types, the system

should allow the extraction of a wide range of types);

(R4) recovering candidate pairs from partial analyses, whenever a complete parse

tree cannot be built for a sentence;

(R5) producing a more accurate output with respect to syntax-free methods;

(R6) if possible, supporting multiple languages, because collocations are more inter-

esting from a cross-lingual perspective than from a monolingual one.

Among the systems reviewed above, only (Wu and Zhou, 2003) and (Lü and Zhou,

2004) could be considered as multilingual (R6), since the parser used supports both

English and Chinese. (Lin, 1998; Lin, 1999) and (Villada Moirón, 2005) do not satisfy

R1, concerning robustness. Regarding R2, the system of Villada Moirón (2005) uses

a parser that licenses many of the syntactic constructions cited, but the extraction

does not exploit the complete parser’s output. It is not clear to what extent this

requirement is satisfied by the statistical parsers, if they can deal with long-distance

dependencies. The system of Orliac and Dillinger (2003) only satisfy R2 in part. As

for R3, all systems except (Lin, 1998) and (Schulte im Walde, 2003) are limited to one

or maximum three syntactic types. (Lin, 1998) does not comply with R4, because it

only extracts candidates from complete parses, while ignoring the possible candidate

data in the partial structures. Finally, several authors reported precision problems

caused by low accuracy of parsers (Lin, 1998; Lin, 1999; Villada Moirón, 2005).
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The rest of this chapter presents the underlying methodology of a collocation

extraction system that is aimed at fulfilling all of the above-stated requirements. The

system relies on the syntactic parser Fips, introduced in the next section.

4.2 The Fips parser

Fips (Laenzlinger and Wehrli, 1991; Wehrli, 1997; Wehrli, 2004; Wehrli, 2007) is a

deep symbolic parser developed at the Language Technology Laboratory of the Uni-

versity of Geneva. It currently supports the following languages: English, French,

Spanish, Italian, and German, while a number of other languages are under develop-

ment, including Greek, Romanian, Romansch, and Japanese.

The parser is based on an adaptation of generative grammar concepts inspired

by the Minimalist Program (Chomsky, 1995), the Simpler Syntax model (Culicover

and Jackendoff, 2005), and by LFG (Bresnan, 2001). Each syntactic constituent is

represented as a simplified X-bar structure of the form [XP L X R] with no inter-

mediate level(s), where X denotes a lexical category, like N (noun), A (adjective),

D (determiner), V (verb), Adv (adverb), etc. L and R stand for (possibly empty)

lists of left and right subconstituents, respectively. The lexical level contains detailed

morphosyntactic and semantic information available from the manually-built lexicons,

namely selectional properties, subcategorization information, and syntactico-semantic

features that are likely to influence the syntactic analysis (the parser thus relies on a

strong lexicalist grammar framework).

Written in Component Pascal, Fips adopts an object-oriented implementation de-

sign that enables the coupling of language-specific processing modules to a generic

module. The generic module is responsible of the parser’s main operations, Project

(assignment of constituent structures to lexical entries), Merge (combination of ad-

jacent constituents), and Move (creation of chains by linking surface positions of

“moved” constituents to their corresponding canonical positions). This module also

defines the basic data types and the features applying to all the languages.

The parsing algorithm proceeds in a left-to-right and bottom-up fashion, by ap-

plying at each step one of the operations enumerated above. The application of the
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Merge operation, in which a left or right subconstituent is attached to the current

structure, is constrained by language-specific licensing rules, like the agreement rules.

Moreover, the attachment can only be made to a node that is active, i.e., a node

that accepts subconstituents. The alternatives are pursued in parallel, and several

pruning heuristics are employed for limiting the search space.

For an input sentence, the parser provides both the phrase structure represen-

tation and the interpretation of constituents in terms of arguments, stored as a

predicate-argument table that is similar to LFG’s f -structure. It also provides an

interpretation for clitics, wh-elements, and relative pronouns, and creates chains that

link extraposed elements to empty constituents in canonical positions. The parser

is able to handle a wide range of constructions, like the ones listed in Example (2)

below (Fips successfully captured the syntactic relation between the words in italics

in each example):

(2) a. passivization: I see that amendments to the report by Mr Méndez de

Vigo and Mr Leinen have been tabled on this subject.

b. relativization: The communication devotes no attention to the impact

the newly announced policy measures will have on the candidate countries.

c. interrogation: What impact do you expect this to have on reducing our

deficit and our level of imports?

d. cleft constructions:3 It is a very pressing issue that Mr Sacrédeus is

addressing.

e. enumeration: It is to be welcomed that the Culture 2000 programme has

allocated one third of its budget to cultural, archaeological, underwater

and architectural heritage and to museums, libraries and archives, thereby

strengthening national action.

f. coordinated clauses: The problem is therefore, clearly a deeply rooted

one and cannot be solved without concerted action by all parties.

g. interposition of subordinate clauses:4 The situation in the regions

where there have been outbreaks of foot-and-mouth disease is critical.

3Note that a relative reading is also possible for this example.
4The subordinate clause in this example is the relative introduced by where.
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h. interposition of parenthesized clauses: Could it be on account of the

regulatory role which this tax (which applies to international financial

transactions) could play in relation to currencies [...]

i. apposition: I should like to emphasise that the broad economic policy

guidelines, the aims of our economic policy, do not apply to the euro zone

alone but to the entire single European market [...]

(3) This too is an issue the Convention must address.

TP

DP

This

VP

AdvP

too

is DP

an NP

issuei CP

DP

φi

TP

DP

the NP

Convention

must VP

address DP

ei

Figure 4.1: Parse tree built by Fips for the sentence This too is an issue the Conven-
tion must address.
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Figure 4.1 illustrates the parse tree built by Fips for the sentence in Example

(3), which involves a relative construction. The relative pronoun—in this case, the

zero-pronoun φ—is linked via co-indexation (see index i) to the antecedent issue

and to its trace denoted by the empty constituent e found in the canonical position

of direct object, next to the verb address. A simplified representation of the parser

output, corresponding to the substructure associated to an issue the Convention must

address, is shown in Figure 4.2.

Fips can robustly process large text corpora at a reasonable speed (approximately

150 tokens/s). Its precision was measured in the framework of a French parsing eval-

uation campaign, EASy – Evaluation des Analyseurs SYntaxiques,5 whose definitive

results will be made available in the future.

4.3 Extracting collocations with Fips

4.3.1 Candidate identification

Binary collocation candidates are identified from the parse structures built by Fips

as the analysis of the text goes on. In most of the similar works based on parsing, the

identification is done after parsing was completed, either by re-interpreting the textual

representation of the parser’s output, as in (Villada Moirón, 2005), or by reading the

syntactic annotations of the source corpus, as in (Blaheta and Johnson, 2001; Pearce,

2001a). In our method, the internal representation of syntactic structures built by

the parser was used directly. The benefit for the identification process is twofold: the

parse information is readily available, and it contains all the rich and complex details

provided for the current analysis.

The linguistic preprocessing step is therefore not entirely separated, in our system,

from the candidate identification step. The two steps alternate, as candidates are

identified each time a sentence was analysed by Fips. However, from an architectural

point of view, the parsing and the extraction system are actually separated, the parser

Fips permitting the plug-in of customized modules (such as ours that performs the

5http://www.elda.org/easy
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identification of collocation candidates) for post-processing the analyses obtained for

a sentence.

Each structure returned by Fips—be it a complete analysis for a sentence, or

one of the partial analyses built for subconstituents when a complete analysis is not

possible—is checked for potential collocation candidates by recursively examining the

head of the current phrase and its left and right subconstituents (details on the typical

syntactic structure built by Fips are provided in Section 4.2).

A collocation candidate consists of an oriented pair of lexemes6 that are syntacti-

cally related. Therefore, the main criterion for selecting a lexeme pair as a candidate

is the presence of a syntactic link between the two items. In addition, in order to

qualify as a valid candidate, the pair must satisfy some more specific constraints.

These are discussed later in this section.

Lexeme 1 Complex 1 Lexeme 2 Complex 2 Type
ban – animal testing + V-O
be – integral part + V-O
budget surplus + (of) full employment + N-P-N
civil – crisis management + A-N
draw – peace plan + V-O
elected representative + (of) people – N-P-N
electronic equipment + (from) mobile phone + N-P-N
give – green light + V-O
integral part + (of) social life + N-P-N
key point + be – S-V
local – public transport + A-N
maintain – close contact + V-O
promote – equal opportunities + V-O
protect – intellectual property + V-O
provide – added value + V-O
second – world war + A-N
strengthen – rule of law + V-O

Table 4.1: Examples of collocation candidates involving complex lexemes.

It is worth noting that each item in a candidate pair can in turn be a complex

lexeme (e.g., a compound or a collocation). If present in the lexicon and successfully

6Prepositions are also included with noun lexemes for readability reasons.
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recognized by the parser, it will be considered as a unit that can participate in other

collocation candidates as a single item. Several examples of long candidates identified

in an English corpus are displayed in Table 4.1.

Since the collocation identification procedure relies on the normalized form of the

sentence as provided by Fips, in which words are assigned their base forms and are

considered in the canonical order (e.g., with subjects preceding verbs, and objects

following them), it can easily account for variation caused by inflection and inversion.

Morphological constraints on lexemes

The head lexeme X of the currently checked structure must satisfy specific constraints,

depending on its category:

• noun: the lexeme must be a common noun not representing a title (e.g., Mr.

or General); proper nouns are excluded.

• verb: the lexeme must be an ordinary verb; auxiliary and modal verbs are

excluded (e.g., in English, has, must).

Syntactic constraints on candidate pairs

To form a valid candidate, the head lexeme of the current structure can combine with

any element of its left or right constituents, provided that the combination involves a

specific syntactic relation. For instance, a noun can combine with an adjective that is

the head of (one of) its left constituent(s) since they are in a head-modifier relation.

Similarly, a noun can combine with an adjective dominated by a right constituent, as

in Example (4) below (the right constituent of the noun is an FP, i.e., a functional

phrase, or small clause). If the adjective is participial, has a passive sense, and the

matrix verb is transitive, then a verb-object relation is hypothesised between the verb

(to prepare) and the noun (exams).

(4) [DP examsi [FP [DP ei] [AP prepared]]]

prepare – exam (verb-object)
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The candidates of type subject-verb, verb-object, and verb-argument are easily

identified from the predicate-argument tables built by Fips, even if they involve long-

distance dependencies. Thus, the verb-object pair address – issue will be identified

in a straightforward way from the sentence shown in Example (3) in which the noun

issue is extraposed, since the argument table for the verb address contains issue in

the direct object position. All the computation needed for recovering the verb-object

link (i.e., recognizing the presence of a relative construction, building its normalized

form with the empty constituent e in the object position, then linking e to the relative

zero-pronoun φ and further to the antecedent issue, and finally adding issue to the

argument table of address) is done by the parser beforehand.

Table 4.2 shows some of the most representative syntactic configurations currently

used by our extraction system.7 Several extraction examples are provided at the

beginning of this chapter, illustrating the potential of our parse-based system to

detect collocation candidates even from highly complex sentences (Example (1) and

Example (2)).

Type POS combination Syntactic relation Example
A-N Adjective-Noun head-modifier wide range
N-A Noun-Adjective head-modifier work concerned
N-N Noun-Noun head-modifier food chain

N-P-N Noun-Preposition-Noun head-modifier fight against terrorism
S-V Noun-Verb subject-verb rule apply
V-O Verb-Noun verb-object strike balance

V-P-N Verb-Preposition-Noun verb-argument bring to justice
V-Adv Verb-Adverb head-modifier desperately need
V-P Verb-Preposition verb-particle point out

A-Adv Adjective-Adverb head-modifier highly controversial
A-P Adjective-Preposition concerned about

Table 4.2: Some of the syntactic configurations accepted by our extraction system.

7Far from being exhaustive, this list is continuously evolving since many new combinations emerge
as collocationally relevant as more data is processed (see also the considerations in Section 3.3.2 on
the relative syntactic freedom of collocations).
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4.3.2 Candidate ranking

For the candidate pairs identified from the syntactic structures built by Fips, the

extraction system stores both syntactic information and information related to their

occurrence in the corpus, which enables the link back to the source documents. The

following information is specified for a candidate pair:

- key1, key2: the base word form of the two lexical items;

- lex1, lex2: the lexeme identification number in the parser’s lexicon;8

- type: a numerical code representing the syntactic type of the pair;

- cat1, cat2: the grammatical category of the two items;

- prep key: the preposition key, when the syntactic type contains a preposition;

- poslex1, poslex2: the linear position of the two items in the input sentence;

- source: the name of the source file;

- charlex1, charlex2: the position of the two items in the source file;

- lexicalized: a boolean value indicating if the identified pair forms a colloca-

tion that is already present in the parser’s lexicon.

As indicated in Section 3.2.2 which introduced the general architecture of an ex-

traction system, in the second extraction step an association measure is applied to the

selected candidates, that assigns to each candidate a score reflecting its collocational

strength. But before applying this measure, the candidate data is partitioned into

syntactically homogeneous classes, according to the field type. This strategy appears

to have a positive impact on the ranking proposed by AMs, as their performance is

sensitive to the syntactic type (Evert and Krenn, 2001).

A couple of AMs have been implemented in the framework of our extraction system

(as will be seen in Section 6.3). Among these, we retained the log-likelihood ratios

measure (LLR) (Dunning, 1993) as the default AM for our extraction experiments,

this choice being both theoretically and empirically grounded.9 Thus, the LLR score

8Thanks to parsing, the readings of a lexical item are syntactically disambiguated. It might
therefore happen that two pairs that are identical in form (the key fields are the same), are actually
made up of different lexemes.

9Section 3.2.5 discusses in detail the issue of choosing the best AM.
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is typically used for ranking the items in the candidate sets obtained, although it is

equally possible to use a different AM. The method described is not tailored to a

specific AM.

Unlike most of the existing extractors, our system does not impose a frequency

threshold on candidate pairs, therefore no items are a priori excluded from initial

pair sets. This decision is motivated, first, by the high number of infrequent pairs

that might constitute collocations; second, by the good performance of LLR on low-

frequency data; and, third, by the increased tractability of our method that stems

from the elimination of spurious candidates from the very start (many extractors

eliminate the candidates occurring less than a given threshold only to prune the

initial set in order to cope with the problem of computational complexity).

As in the case of frequency, the system sets no threshold for the LLR score, all

the initial pairs being returned regardless of how high a score they obtained.10 When

LLR is not applicable to a candidate pair (this situation occurs when a value in its

contingency cell is 0), the pair receives by convention a minimal score (0). Also,

the candidate pairs that are already present in the parser’s lexicon11 are marked as

lexicalized and are not ranked; instead, they receive a conventional maximum score

by default. The frequencies of the individual lexemes are, however, taken into account

in the LLR computation, because they contribute to the frequency signature of other

candidates (i.e., as explained in Section 3.2.3, to the corpus frequencies listed in their

contingency table).

4.4 Evaluation

This section presents two evaluation experiments that compare the performance of

our method with that of a syntax-free method that is typically used for collocation

extraction, namely the mobile-window method. While our method uses syntactic

information provided by the parser Fips, this standard procedure only takes into

10The selection of higher-scored pairs can be operated a posteriori, according to the desired degree
of confidence.

11As noted in the previous section, the system can recognise those pairs of lexemes that make up
known collocations, i.e., collocations that are stored in the parser’s lexicon.



92 CHAPTER 4. SYNTAX-BASED EXTRACTION

account the linear word proximity and ignores the syntactic relations between words.

From a theoretical point of view, a syntax-based method is expected to perform

better (as argued in Section 3.3.3). But this theoretical claim must be empirically

proven in an actual extraction setting, because the errors that are inherent to parsing

risk to produce more extraction noise (i.e., ungrammatical pairs) than the window

method would produce. In fact, the review of syntax-based extractors provided in

Section 4.1 showed that the parsing errors may sometimes pose such serious problems

that the authors are forced either to correct the parser’s mistakes (Lin, 1998; Lin,

1999), or to discard the attachments proposed by the parser and only use information

on phrase boundaries (Villada Moirón, 2005).

It is worth mentioning here that the results of the window method tend to be

more accurate as they are situated higher in the significance list, thanks to the higher

frequency in the source corpus. Ungrammatical pairs tend to be demoted by AMs to

lower ranks because their frequency is lower. As more and more data is added to the

extraction system, the precision of the top window results is expected to increase. If

this precision is comparable to that achieved with syntax-based methods, then there

would be no need for parsing (provided that one is interested only in the upper part

of the significance list, i.e., in the pairs whose score is higher than a given threshold).

Adding more data also compensates for the long-distance pairs that are missed by

the window method; thus, again, using a parser to capture these pairs might not be

considered a real necessity.12

The rest of this section describes the evaluation method applied, provides details

on the implementation of the mobile-window method, and presents the two evaluation

experiments performed. The difference between these experiments lies in the source

corpora used in extraction, the languages dealt with, and, more importantly, in the

level of the significance list that was investigated and in the classification used for

annotating the extraction output.

12See Section 4.5 for a discussion on the effect that ignoring such long-distance pairs has on the
extraction results.



4.4. EVALUATION 93

4.4.1 Evaluation method

The evaluation experiments compare, on the one hand, the results of our extraction

method based on full parsing (described in Section 4.3) with, on the other hand, the

results obtained with the standard mobile-window method (that will be described in

Section 4.4.2).

Both extraction methods use LLR (Section 3.2.4) as an association measure in the

candidate ranking step; therefore, only the candidate identification step is different. In

accordance with Evert and Kermes (2003), we consider that the collocation extraction

methods should not be evaluated at the end of the extraction process, but separately

after each extraction step. More precisely,

• after the candidate identification step, in order to evaluate the quality of pro-

posed candidates with a specific criterion (such as the grammatical wellformed-

ness criterion);

• after the candidate ranking step, in order to evaluate the quality of the extrac-

tion output in terms of collocability, and, indirectly, the efficiency of the AM

used.

Since the two methods use the same AM in the second extraction step, we can still

compare their final results directly. At the same time, we will be able to assess the

impact of the candidate identification step on the extraction output.

First, different test samples are extracted from the output of the two methods at

various levels in their significance lists. Each item in these test sets is annotated by

at least two judges with a label from a given set.13,14 The items that are identically

annotated by the majority of judges are associated with the dominant label (we

further refer to this label as mark). They are retained in the reference set, while the

items that are not agreed upon are discarded.

Finally, the methods are compared by taking into account the precision obtained

relative to the reference set. This is computed as the percentage of true positives in

13The levels and the annotation labels considered are different in the two experiments performed.
14The judges were chosen so that they are native or near-native speakers of the language concerned.



94 CHAPTER 4. SYNTAX-BASED EXTRACTION

the test sets, where a true positive is a pair from the reference set that was marked

as a collocation. The higher the precision, the better the method.15

Since it is rather difficult to judge the result pairs isolated from their source

context (especially if they do not incorporate syntactic information, as it is the case

for the window method), the annotators were assisted in their task by a concordance

tool, part of our collocation extraction system (Section 6.3), that displays the context

in the source file for the all the instances of an extracted pair. Referring back to

the original contexts is a necessary condition for the evaluation of extraction results,

since, as Evert and Kermes (2003) point out, a pair may look like a true positive

when looked at in isolation, while in reality it is an extraction error with respect to

the corpus (i.e., the pair is ungrammatical in the source context).

4.4.2 Implementation of the window method

The window method was implemented as follows:

Step1: Lemmatization. First, the source corpora are POS-tagged and lemmatized.

To this end, we used the parser Fips, as in the case of our parse-based method.16

As a consequence, the POS-ambiguity is practically eliminated, since only the

POS tags that are compatible with the sentence context are kept among those

possible for a token.17

Step2: POS-filter of lexemes. Function words and auxiliary verbs are ruled out,

so that only the content words are retained (nouns, adjectives, verbs, and ad-

verbs). Punctuation marks are in this step retained, for the purpose that is

explained below (Step 3).

15A high recall is also essential for an extraction system in order to achieve a good performance,
but recall-based evaluation is currently hampered by the lack of adequate tools and resources.

16This choice can be seen as biasing the candidate identification process, since parsing errors
are reflected in the POS tags assigned. We argue, however, that the assignment of tags in case
of ambiguity is more precise if done with Fips than without parsing information, and that, on the
contrary, our choice makes the two methods more comparable: rather than introducing errors with
another POS tagger, we end up by having the same errors, and we can more easily highlight the
differences between the two extraction approaches.

17According to a study by Hajič (2000) cited in Section 3.3.3, about 40% of the tokens in an
English text are POS-ambiguous.
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Step 3: Generation of candidate pairs. Candidate pairs are subsequently iden-

tified as oriented combinations inside a 5 content-word window (i.e., by allowing

a maximum of 4 content words in-between). In order to avoid combinations that

cross sentence or clause boundaries, no punctuation marks are allowed between

the two items of a pair.

Step 4: POS-filter of candidate pairs. In addition, among all of the possible

POS combinations, only those that suggest a syntactic relation have been re-

tained, namely, N-A, A-N, N-N, N-V, and V-N, which are typically taken into

account in the existing extraction systems.18 Table 4.3 displays the correspond-

ing syntactic configurations in our extraction system. In order to facilitate the

comparison between the two methods, we restricted the output of our method

accordingly.

Window method Parse-based method
Adjective-Noun (A-N) Adjective-Noun (A-N)
Noun-Adjective (N-A) Noun-Adjective (N-A)
Noun-Noun (N-N) Noun-Noun (N-N), Noun-Preposition-Noun (N-P-N)
Noun-Verb (N-V) Subject-Verb (S-V)
Verb-Noun (V-N) Verb-Object (V-O), Verb-Preposition-Noun (V-P-N)

Table 4.3: POS combinations used by the window method and the corresponding
syntactic configurations in the parse-based method.

Step 5: Candidate ranking. Finally, as in our method, the log-likelihood ratios

(LLR) score has been computed for all the combinations obtained, after par-

titioning them into homogeneous sets defined by the POS combination type

(no frequency threshold was applied). The aim of this partitioning is to apply

LLR on syntactically homogeneous data, but since no syntactic information is

available, the POS combination type was taken into account.

It is important to note that the window method implemented as above represents

a rather high baseline against which we aim to compare our method based on parsing.

18For instance, combinations involving an adverb have not been considered, since ignored in most
window-based extraction system. However, adverbs were retained in Step 2, since they are taken
into account in determining the distance between the items of a candidate pair.
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A number of choices have been made that are likely to alleviate the candidates iden-

tification process and, in particular, to increase the precision of the window method:

the POS disambiguation based on parsing information, the elimination of pairs with

interposed punctuation marks, and the selection of only those pairs that suggest a

grammatical relationship.

4.4.3 Comparative evaluation - Experiment 1

The first comparative evaluation experiment was performed on French data from the

Hansard corpus of Canadian Parliament debates. It investigated the top 500 pairs

returned by each of the two methods described (the parse-based method and the

mobile-window method). The pairs were annotated using a rough classification with

3 categories: ungrammatical pair, regular pair, and interesting pair.

Experiment 1 - Data

A number of 112 files were chosen for this experiment, that cover one month of the

Canadian Parliament proceedings19 and total slightly more than 1.2 million words.

Statistic Value
size (MB) 8.02
files 112
words (approx.) 1209050
tokens 1649914
sentences 70342
average file length (sentences) 628.1
average sentence length (tokens) 23.46
sentences with complete parses 50458
percentage sentences with complete parses 71.7
parsing speed (tokens/s) 172.2

Table 4.4: Statistics on the corpus used in Experiment 1.

Table 4.4 provides more numerical details about the corpus, as well as several

statistics available from the syntactic analysis that was performed with Fips in the

19Between January 17th, 1994 and February 17th, 1994.
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preprocessing stage of our method. Collocation candidates were extracted from this

corpus using, on the one hand, our method based on full parsing (Section 4.3), and, on

the other, the mobile-window method which, unlike ours, does not rely on syntactic

information (Section 4.4.2).

Table 4.5 presents some comparative statistics on the extraction results: the to-

tal number of candidate pairs extracted by the two methods, the number of distinct

candidate pairs, the total number of candidate pairs by syntactic type (cf. the cor-

respondences presented in Section 4.4.2), the total number of pairs scored (i.e., pairs

for which LLR is defined),20 and the number of distinct pairs scored.

Window method Parse-based method
pairs extracted 1024887 370932
pairs extracted (distinct) 560073 147293
Adjective - Noun 98461 15847
Noun - Adjective 127498 40558
Noun - Noun 333606 50601
Noun - Verb 174474 38773
Verb - Noun 290848 89966
pairs scored 1018773 308410
pairs scored (distinct) 554202 131384

Table 4.5: Extraction statistics for Experiment 1.

As can be seen, despite the strong filter applied by the window method (see

Section 4.4.2), the number of candidate pairs that are generated still outweighs the

number of syntactically filtered candidates. This translates into increased computa-

tional complexity and higher difficulty in handling the candidate data with respect

to the parse-based method, in particular during the score computation.

The number of content words from which the window pairs were generated is

673789; if adverbs are excluded (because they do not participate in combinations),

it becomes 587686. The initial POS filter actually retained 822753 tokens, including

punctuation marks that play a role in the selection of candidate pairs.

20LLR is not defined for those pairs which contain a null value in their contingency table.
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Experiment 1 - Test sets

This experiment compares the top 500 output items obtained with each method,

where an output item is represented by a pair type (as opposed to a pair instance, or

token). A slightly different comparison of the same test data was made in (Seretan

and Wehrli, 2006a), where we performed an n-best evaluation, with n ranging from

50 to 500 at intervals of 50. In the present experiment, we no longer measure the

precision in a cumulative fashion, but report the values obtained on each segment of

50 pair types separately; thus, we measure the precision on 10 consecutive test sets

at the top of the significance lists. This evaluation procedure has the advantage of

providing a clearer picture of the performance of one method versus another, since

the local precision (as opposed to the top precision) is available for different segments

of the output list.

Method TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 All
Parsing 12147 4498 3435 2507 2183 1872 1536 1176 1404 1020 31778
Window 17241 5586 4696 3009 3195 2872 2739 2297 1767 1920 45322

Table 4.6: Number of pair tokens in the test sets from Experiment 1.

The total number of pair types evaluated for the two methods is 1000. We illus-

trate some of the data tested in Appendix D, which shows the first and the last test

set evaluated for each method. Appendix E displays, in addition, the labels assigned

by annotators to each item in these test sets. Table 4.6 lists the total number of pair

tokens in each test set.

Experiment 1 - Annotation categories

In this first experiment, each pair tested was classified by annotators either as un-

grammatical, regular, or as interesting combination. The first two cases correspond to

false positives, while the items assigned the third category represent, by convention,

true positives. Each category is described below.

ungrammatical pair (label 0) - pair in which an item has a wrong POS category
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(e.g., entreprendre petite21), or in which the items are not syntactically related

(e.g., président de élection, extracted from a context like je voudrais donc saisir

cette occasion pour féliciter le Président de son élection);

regular pair (label 2) - pair that is grammatically correct, but that is uninteresting

from a lexicographic point of view, since it is completely regular and allows

paradigmatic variation (e.g., économie canadienne);

interesting pair (label 1) - grammatical pair that is worth storing in the lexicon,

since it constitutes (part of) a multi-word expression, be it compound, colloca-

tion, idiom, named entity, etc. (e.g., prendre la parole, emploi à long terme).

As collocations are notoriously difficult to distinguish from other subtypes of multi-

word expressions (McKeown and Radev, 2000) and there are no objective criteria that

can be applied for this task (Section 2.5), we first used this coarse-grained classifica-

tion, which does not separate collocations from other MWE pairs. As in (Choueka,

1988) and (Evert, 2004) (see definitions in Appendix B), we consider that the dom-

inant feature of collocations is that they are unpredictable for non-native speakers

and therefore have to be stored in a lexicon.

Experiment 1 - Reference set

The performance of the two methods in terms of grammatical and MWE precision

is reported by taking into account the annotations produced by the human judges.

As an alternative to the expensive manual annotations, the precision can be reported

relative to existing gold-standards, i.e., (machine-readable) dictionaries of collocations

or multi-word expressions, as in (Pearce, 2001b; Daille, 1994). The only problem

with this approach is the low coverage of such resources.22 As a matter of fact, most

21This pair stems from the A-N combination petite entreprise, which is syntactically ambiguous
and can also be interpreted as an V-N pair (entreprendre petite).

22For instance, Daille (1994, 145) reported that only 300 out of the 2200 terms she tested were
found in a reference list containing about 6000 terms from the same domain as the source corpus,
i.e., that of satellite telecommunications. When the domain is not the same, the intersection is
virtually insignificant.
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extraction work is evaluated on the basis of judgements produced by annotators, who

are, in the best case, lexicographers, as in (Smadja, 1993).

In our case, a team of 3 judges evaluated the output of each method (there were

two different teams, one per method). The reference sets included those items in

each test set that received a consistent annotation from at least 2 annotators. The

reference label assigned to a pair (its mark) was the dominant label. The reference

set built from the output of the parse-based method contains 496 items overall, and

the one corresponding to the window method 488 items.

The first two rows of Table 4.7 display the raw inter-rater agreement for each of

the 10 test sets, computed as the percentage of pairs on which at least two annotators

agreed. The last two rows report the Fleiss’ kappa inter-annotator agreement on each

test set.

Fleiss’ kappa (Fleiss, 1981) is a measure of chance-corrected inter-annotator agree-

ment that applies to more than two raters. Its computation is, in principle, similar

to that of Cohen’s kappa statistic (Cohen, 1960) (described in Section 4.4.4) that

quantifies the agreement between two raters; the same scale is used for interpreting

the results.

Agr TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 Avg
raw P 98 98 100 100 100 100 98 98 100 100 99.2
raw W 100 96 100 98 100 96 96 98 96 96 97.6
kappa P 0.42 0.39 0.27 0.35 0.18 0.37 0.37 0.42 0.40 0.56 0.37
kappa W 0.34 0.44 0.51 0.50 0.53 0.62 0.45 0.49 0.54 0.33 0.47

Table 4.7: Agreement statistics for the test sets in Experiment 1: raw agreement and
Fleiss’ kappa score (odd rows correspond to the parse-based method; even rows to
the window method).

The overall Fleiss’ kappa computed on the entire test data (when the test sets are

considered altogether) is 0.39 for the parse-based method and 0.50 for the window

method; according to the interpretation scale, the agreement among the three anno-

tators can be considered as fair in the first case and moderate in the second. As for

the percentage of complete raw agreement (i.e., items that were equally annotated by

all of the three judges), it is 57.0% (285/500) and 55.6% (278/500), respectively.
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The agreement results show that despite the rough classification used, there are

still numerous cases of ambiguity, in which one category cannot be easily distin-

guished from another. For instance, the distinction between multi-word expressions

and regular combinations is particularly difficult to draw.

In fact, if we leave out the cases in which a pair was annotated by at least one

judge as ungrammatical, we end up with 198 cases of ambiguous pairs in the output

of the parse-based method. From these, 107 pairs were considered as MWE by the

majority of judges, while the other judge considered them as regular; for the other

91, the opposite holds. In the output of the window method, there are 135 such pairs,

divided into 86 of the first type (MWEs with tendency towards regularity) and 49 of

the second type (regular combinations with MWE tendency).

We provide several examples of such ambiguous pairs below (more examples can

be found in Appendix E).

• MWEs with tendency towards regularity: attention particulier, communauté in-

ternationale, consentement unanime, créer emploi, développement de ressource,

dire mot, exploitation forestier, exprimer point de vue, faire travail, frai partagé,23

grand nombre, grave problème, lésion grave, membre de famille, même chose,

personne handicapé, remettre à travail, ressource naturel, retirer troupe, seuil

pauvreté, vie humain, vote libre;

• regular combinations with MWE tendency: an prochain, argent de contribuable,

construction de pont, corriger situation, déposer rapport, dernier année, déve-

loppement régional, fin de guerre, opposition officiel, présidente suppléant, pro-

cessus de consultation, programme établi, proposer amendement, relation de tra-

vail, représentant élu, situation financier.24

23This unusual display for frais using the singular number (frais meaning cost does not accept a
singular form) was due to a different sense of frais assigned by the parser, as plural of frai, ‘spawn’
(the error has now been corrected by modifying the priority of this reading in the parser’s lexicon).

24Note that the pairs contain lemmas rather than word forms.
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Experiment 1 - Results

Table 4.8 below reports the evaluation results obtained in the experiment described

above for each of the 10 test sets considered. The same results are graphically pre-

sented in Appendix F.

Method TS1 TS2 TS3 TS4 TS5 TS6 TS7 TS8 TS9 TS10 Avg
Window 92.0 84.0 82.0 72.0 72.0 78.0 62.0 80.0 74.0 68.0 76.4
Parsing 100.0 95.9 100.0 98.0 100.0 98.0 100.0 100.0 100.0 98.0 99.0
Window 76.0 68.8 70.0 53.1 56.0 43.8 50.0 57.1 50.0 43.8 56.9
Parsing 73.5 73.5 74.0 74.0 54.0 68.0 53.1 63.3 62.0 64.0 65.9

Table 4.8: Evaluation results for Experiment 1: grammatical precision (rows 1, 2)
and MWE precision (rows 3, 4).

Grammatical precision and MWE precision are computed by taking into account

the mark of annotated pairs (0 – ungrammatical, 1 – interesting, 2 – regular), as

follows:25

Grammatical precision for TSi =
number of items in TSi with mark 6= 0

number of items in TSi having a mark
(4.1)

MWE precision for TSi =
number of items in TSi with mark = 1

number of items in TSi having a mark
(4.2)

As can be observed in Table 4.8, the method based on parsing outperforms the

typically-used window method. On the 10 test sets inspected from the top of the

significance lists, the parse-based method is on average by 22.6% better in terms of

grammaticality. Thus, parsing contributes to a drastic reduction in the error rate,

from 23.6% to only 1%.

The very first results of the window method are still acceptable, as hypothesized

at the beginning of this section—on average, 86% of the pairs from the first 3 sets are

grammatical. But on the remaining test sets, the average drops to 72.3%, and the

precision curve shows the tendency to fluctuate; in contrast, that of the parse-based

25Recall from Section 4.4.1 that the mark represents the dominant label of an annotated pair.
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method remains stable at an optimal level of 99-100%. The average precision of our

method on the 10 test sets is 99%.

As for the MWE precision, the parse-based method is on average 9.1% better

than the window method on the 10 test sets considered. This means that parsing

contributes to the discovery of a higher number of MWEs (i.e., potential collocations).

However, the window method performs quite well on the first test sets considered,

corresponding to the top 150 items in the significance list. With an average of 71.6%

for the first 3 sets, the precision of the window method reaches a level comparable to

that of the parse-based method (73.7%), and is even slightly higher on the first set.

On the remaining sets, however, it rapidly degrades to an average of 50.5%, while the

precision of the method based on parsing remains stable at about 62.6%.

Overall (when the union of the 10 test sets is considered for each method), there

are 278 pairs that were marked by annotators as MWE for the window method, and

327 for the parse-based method; similarly, 382 pairs are grammatical in the case of

the window method, and 491 in that of the parse-based method. Therefore, parsing

helped discover 1.18 times more MWEs than the window method, and retrieved 1.29

times more grammatical results.

The conclusion that can be drawn from Experiment1 is that, in accordance with

the theoretical expectations and despite the challenging task of parsing large text

corpora, a syntax-based approach to collocation extraction seems very helpful, insofar

as it leads to a substantial improvement26 in the quality of results.

The difference with the window method is particularly big after the very top results

(in our experiment performed on a corpus of about 1.2 million words, the difference

was noted for the results situated lower than rank 150 in the significance list). It is

also worth noting that the window method we compared our method against is an

enhanced method that represents a high baseline, since a series of choices were made

that would tend to boost the quality of its output (notably, the POS disambiguation

and the elimination of candidate pairs that overstep punctuation, as explained in

Section 4.4.2).

26The overall difference obtained in both grammatical and MWE precision is statistically signifi-
cant (at α=0.001 in the first case and at α=0.05 in the second). The difference noted for the first
test set is not statistically significant.
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A closer view at the reference sets built with the help of annotators revealed

38 cases of inconsistent annotations between the reference set corresponding to the

parse-based method and to the window method (for instance, in test set 1 shown in

Appendix E, the following pairs received inconsistent marks: gouvernement fédéral,

président suppléant, vote libre).

These cases involve 14 pairs labeled as MWEs in the first set (parsing) and as

regular combinations in the second (window); the pairs in the opposite situation

are more numerous, namely 24. This means that the difference in MWE precision

might be even higher in favour of the parse-based method, if these cases of ambiguity

were settled. The inconsistencies are due to the fact that the teams of judges that

annotated the output of the two methods were different. At the end of the annotation

process, we did not check for inter-team inconsistencies, but only for intra-annotator

inconsistencies (the pairs labeled differently by a same annotator were solved by that

annotator).

We nevertheless tried to solve these disagreements by assigning the overall domi-

nant label to a pair, i.e., the most frequent among the 6 labels produced by the two

teams of judges in total. Our attempt only succeeded in a minority of cases (6 out of

38), and therefore their impact on the reported results is very little. In the majority

of cases (32 out of 38), there was a perfect balance among the labels of a pair, with 3

judges choosing the label interesting pair and the other 3 judges the label regular pair.

Some examples of pairs in this situation are: ministre chargé, payer impôt, réduire

déficit, réduire dépense, région rural, répondre à question, solution à problème. This

result confirms once again the difficulty of this apparently simple task that consists

in separating MWEs from regular combinations.

We believe that, despite the rough classification used to annotate the pairs, the

comparison performed in this experiment is nonetheless meaningful, since the extrac-

tion results must first be checked for grammaticality and distinguished from regular

combinations, before a more detailed evaluation takes place.
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4.4.4 Comparative evaluation - Experiment 2

In the second evaluation experiment, we performed a finer classification of the output

pairs with respect to the first experiment. The annotation used 6 categories: un-

grammatical pair, regular pair, named entity, collocation, compound, and idiom. In

addition, multiple levels of the significance lists have been investigated. Also, the ex-

periment involved data in 4 languages (French, English, Spanish and Italian), taken

from the Europarl parallel corpus (Koehn, 2005).

Experiment 2 - Data

In this experiment we used 62 files for each language currently supported by the

parser. The files correspond to the complete 2001 collection of European Parliament

proceedings and total between 3.5 and 3.9 million words per language. More detailed

statistics on this corpus are presented in Table 4.9.

Statistic English French Italian Spanish
size (MB) 21.4 23.7 22.9 22.7
files 62 62 62 62
words (approx.) 3698502 3895820 3829767 3531796
tokens 4158622 4770835 4134549 4307360
sentences 161802 162671 160906 172121
average file length (sentences) 2609.7 2623.7 2595.3 2776.1
average sentence length (tokens) 25.7 29.3 25.7 25.0
sentences with complete parses 92778 94100 67276 87859
percentage sentences with complete parses 57.3 57.8 41.8 51.0
parsing speed (tokens/s) 96.1 113.9 138.1 162.0
POS-filtered tokens (incl. punctuation) 2318619 2416287 2457829 2340266
POS-filtered tokens (excl. punctuation) 1911094 2005377 2063329 1915229
POS-filtered tokens (excl. adverbs) 1659092 1736375 1854027 1694642

Table 4.9: Statistics on the corpus used in the second evaluation experiment.

Table 4.10 display some numerical results on the collocations extracted from this

corpus by the parse-based method and by the window method. (The correspondences

between the syntactic configurations used in the first method and the POS combina-

tions used in the second are listed in Table 4.3.)
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Statistic Method English French Italian Spanish
pairs extracted Parsing 851500 988918 880608 901224

Window 3055289 3131272 3463757 3204916
pairs extracted (distinct) Parsing 333428 327366 333848 315532

Window 1445686 1426873 1365957 1359584
Adjective - Noun Parsing 124176 42082 81438 62275

Window 459590 341983 399005 362349
Noun - Adjective Parsing 8067 148978 153051 132628

Window 294736 463317 489510 445287
Noun - Noun Parsing 135073 172918 161659 137908

Window 1031305 1054456 1056203 1024776
Noun - Verb Parsing 82602 27175 97179 77018

Window 505983 462460 581554 504364
Verb - Noun Parsing 223134 233146 194354 207033

Window 763675 809056 937485 868140
pairs scored Parsing 823062 962794 855139 883207

Window 3046384 3123258 3458888 3200576
pairs scored (distinct) Parsing 314288 310815 327276 306862

Window 1437070 1419146 1365402 1376028

Table 4.10: Extraction statistics for Experiment 2.

In Table 4.9, the last three rows present the number of POS-filtered tokens in the

source corpus that led to the candidate pairs generated by the window method using

the POS combination procedure described in Section 4.4.2.

Experiment 2 - Test sets

The performance of the two methods was evaluated on 5 different test sets, for each

of the 4 extraction languages. Each test set contains 50 contiguous items situated

at different levels in the significance lists: 0% (top), 1%, 3%, 5% and 10%.27 The

number of pair tokens in each test set is displayed in Table 4.11. Overall, a number

of 2000 pair types have been evaluated in this experiment.

27The levels chosen are not as small as they might seem at the first sight, because they refer to
pair types rather than to pair tokens; besides, the corpus processed is fairly large, and no frequency
threshold was applied to the candidate pairs.
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Language Method TS1 TS2 TS3 TS4 TS5 All
English Parsing 16215 1030 226 185 88 17744

Window 27960 770 224 270 81 29305
French Parsing 19912 647 411 233 67 21270

Window 33232 363 246 212 137 34190
Italian Parsing 28935 702 362 80 91 30170

Window 46884 480 371 171 139 48045
Spanish Parsing 25638 866 348 265 102 27219

Window 31462 353 430 194 121 32560

Table 4.11: Number of pair tokens in the test sets from Experiment 2.

Experiment 2 - Annotation categories

This evaluation experiment aims at a more precise quantification of the performance

of the two methods in terms of their potential to retrieve collocations, since, unlike

in Experiment 1, it attempts to distinguish collocations from other multi-word ex-

pressions. The general category of MWE has therefore been split into 4 more specific

categories. Each item in the test set is associated by annotators with one of the

following labels:

ungrammatical pair (label 0) - same interpretation as in Experiment 1: POS

error or syntactically unrelated words (e.g., the ‘A-N’ pair gross domestic ex-

tracted from a sentence like We have a budget surplus of nearly 5% of our gross

domestic product);

regular pair (label 1) - same interpretation as in Experiment 1: pair that is gram-

matically correct, but uninteresting from a lexicographic point of view, since it

is completely regular and allows paradigmatic variation (e.g., next item);

named entity (label 2) - pair that constitutes (part of) a proper noun (e.g., Eu-

ropean Commission);

collocation (label 3) - pair that constitutes (part of) a collocation, in the accep-

tation we adopted in Section 2.6: the meaning of headword is preserved; the

collocate typically combines with the headword, while paradigmatic variation

is usually not allowed (e.g., play role);

compound (label 4) - pair that constitutes (part of) a compound word, i.e., a
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combination that is inseparable and acts like a single lexeme; (e.g., great deal,

part of a great deal);

idiom (label 5) - pair that constitutes (part of) an expression whose meaning is

opaque or figurative; the meaning of the headword is not preserved (e.g., hit nail,

part of to hit the nail on the head which means ‘to be right about something’).

Experiment 2 - Reference set

The 5 test sets extracted from the output of the two methods for each language

were evaluated by 4 teams of two judges (one team per language). Intra-annotator

disagreements, i.e., inconsistent annotations for a same annotator, were identified and

solved. The items that were identically annotated by both members of a team were

included in the reference set. Overall, 1437 out of the 2000 evaluated pairs satisfied

this condition: 650 for the parse-based method, and 787 for the window method.

Method TS1 TS2 TS3 TS4 TS5 TS1 TS2 TS3 TS4 TS5
EN ES

raw Parsing 86 66 48 70 62 56 64 52 56 50
Window 88 90 86 80 82 66 84 74 80 72

kappa Parsing 0.73 0.57 0.20 0.50 0.68 0.43 0.57 0.19 0.52 0.15
Window 0.86 0.94 0.85 0.87 0.61 0.68 0.73 0.66 0.77 0.65

FR IT
raw Parsing 74 62 62 54 70 74 78 70 74 72

Window 70 78 78 84 70 70 82 78 84 78
kappa Parsing 0.69 0.41 0.45 0.20 0.49 0.61 0.74 0.62 0.63 0.67

Window 0.73 0.70 0.63 0.90 0.62 0.83 0.77 0.45 0.52 0.80

Table 4.12: Agreement statistics for the test sets in Experiment 2: raw agreement
and kappa score.

Table 4.12 displays the agreement statistics for each test set. Rows 1 and 2 show

the raw agreement, defined as the percentage of pairs on which both annotators

agreed. Rows 3 and 4 display the Cohen’s kappa inter-annotator agreement.

The kappa statistic (Cohen, 1960) is a measure of agreement that tries to factor

out the agreement due to chance. It is computed according to the formula in Equation

4.3, in which actual represents the number of observed agreements, expected – the
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number of agreements due to chance, and trials – the total number of items that

were annotated.

kappa =
actual − expected

trials− expected
(4.3)

Given a label l, the chance-expected agreement on that label, expectedl, is computed

as follows:

expectedl =
total of labels lfor judge A× total of labels l for judge B

trials
(4.4)

The number of chance-expected agreements is then computed as the sum of chance-

expected agreements over all labels:

expected =
∑

i

expectedi (4.5)

Kappa values lie in the interval [-1, 1]. A kappa value of 1 indicates a perfect inter-

annotator agreement; a kappa value of 0 indicates agreement equivalent to chance.

Negative values correspond to less-than-chance agreements, i.e., to disagreements.

Intermediate values are usually interpreted according to the following conventional

scale (Landis and Koch, 1977):

• 0 ≤ kappa < 0.2 - slight agreement;

• 0.2 ≤ kappa < 0.4 - fair agreement;

• 0.4 ≤ kappa < 0.6 - moderate agreement;

• 0.6 ≤ kappa < 0.8 - substantial agreement;

• 0.8 ≤ kappa < 1 - almost perfect agreement.

The kappa values obtained in our annotation experiments (Table 4.12) indicate

that a rather high agreement was achieved, given the difficulty of the classification

task. From the 40 test sets, the agreement is almost perfect on 6 test sets, substantial

on 20 sets, moderate on 10 sets, fair on 2 sets and slight on the remaining 2 sets.

Lower kappa values were found to originate in repeated disagreements of the same
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type (i.e., when two labels are systematically mixed up by the two annotators). The

kappa statistic drastically penalizes high values situated outside the main diagonal in

the confusion matrix, even if most of the other cases are agreed upon.

On the whole annotations set (when all test sets for both methods are consid-

ered together), the raw agreement is 71.9% and the kappa is 0.61, which indicates a

significant inter-annotator agreement overall.

Experiment 2 - Results

We report in Table 4.13 the comparative evaluation results obtained with the two

extraction methods on the 5 test sets (corresponding to 5 different levels in the sig-

nificance list) that were considered for each language. A graphical representation of

these results is provided in Appendix I.

Method TS1 TS2 TS3 TS4 TS5 TS1 TS2 TS3 TS4 TS5
EN ES

Gram. Parsing 97.7 97.0 100.0 88.6 71.0 100.0 96.9 92.3 92.9 84.0
Window 86.4 35.6 32.6 25.0 36.6 72.7 9.5 13.5 15.0 27.8

MWE Parsing 67.4 75.8 66.7 31.4 25.8 71.4 40.6 46.2 35.7 16.0
Window 47.7 15.6 7.0 12.5 4.9 54.5 7.1 10.8 12.5 16.7

Colloc. Parsing 41.9 69.7 58.3 31.4 16.1 39.3 31.3 42.3 32.1 16.0
Window 31.8 11.1 7.0 10.0 4.9 36.4 7.1 10.8 12.5 16.7

FR IT
Gram. Parsing 100.0 93.5 83.9 100.0 65.7 94.6 87.2 94.3 67.6 75.0

Window 74.3 17.9 20.5 33.3 28.6 77.1 17.1 10.3 11.9 28.2
MWE Parsing 67.6 45.2 38.7 25.9 5.7 78.4 38.5 37.1 29.7 13.9

Window 54.3 10.3 10.3 11.9 2.9 51.4 4.9 2.6 2.4 15.4
Colloc. Parsing 45.9 41.9 35.5 22.2 5.7 32.4 28.2 37.1 29.7 5.6

Window 34.3 10.3 10.3 11.9 2.9 22.9 4.9 2.6 2.4 12.8

Table 4.13: Evaluation results for Experiment 2: grammatical precision (rows 1, 2 for
each language); MWE precision (rows 3, 4); collocational precision (rows 5, 6).

As in Experiment 1, the precision is computed relative to the corresponding ref-

erence set, i.e., the pairs in the test set that were identically annotated by both

annotators in a team. In addition to the grammatical precision defined as in Equa-

tion 4.1, we compute the MWE precision and the collocational precision on a test
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set TSi as follows (recall that the annotation categories are 0 - ungrammatical, 1 -

regular, 2 - named entity, 3 - collocation, 4 - compound, and 5 - idiom):

MWE precision for TSi =
number of items in TSi with mark ≥ 2

number of items in TSi having a mark
(4.6)

Collocational precision for TSi =
number of items in TSi with mark = 3

number of items in TSi having a mark
(4.7)

That is, we collapse the last 4 annotation categories (named entity, collocation, com-

pound and idiom) into the same category in order to report the MWE precision, as

we did in Experiment 1.

The results obtained are in line with those of Experiment 1 conducted on French

data. The method based on parsing yields better results than the window method, for

all the languages and all the parameters considered: grammatical, collocational and

MWE precision. The benefit of using syntactic information for collocation extrac-

tion is therefore confirmed on a different, larger corpus28 and for multiple languages

(English, French, Spanish, and Italian).

The parse-based method was found more precise at all the levels in the output list

that were investigated (0%, 1%, 3%, 5%, and 10%). In terms of grammaticality, the

precision curve remains stable for the parse-based method on the first 4 levels (i.e.,

up to 5% of the significance list) at a value situated above 90% in most of the cases,

and the average value on all languages for these levels is 92.9%. Then on the last

level (10%), it shows a visible degradation around the value of 70% (the average on

all languages being 73.9%).

As for the window method, the good performance for the top level (0%) observed

in Experiment 1 is confirmed in this experiment as well. An average of 77.6% precision

is obtained on the first test set for all languages (on which the parse-based method

reaches an average of 98.1%).29 But on the next 4 levels, the grammatical precision

drops considerably, to only 22.7% on average. This means that 4 pairs from 5 are

28This corpus is on average 3.1 times bigger than the corpus used in Experiment 1.
29The numbers in Experiment 1 were quite similar, i.e., 76.4% vs. 99.0% for the top 500 pairs.
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actually extraction noise in the output of the window method. In contrast, the

average grammatical precision achieved with parsing on these levels is 86.9% (i.e.,

with 62.4% higher). Thus, we can report on average a difference of 20.5% on the first

level investigated, and of 62.4% on the next four levels, in favour of the parse-based

method.

A similar pattern is observed for the other two precision parameters, the MWE

precision and the collocational precision. On the first level investigated, the per-

formance of the window method approaches that of the parse-based method (the

difference being, however, substantial).30 Then on the next levels, the performance of

the parse-based method decreases slightly, while the window method performs very

poorly. The average precision values achieved by each method are presented in the

first two rows of Table 4.14. The last rows show the difference and the ratio between

the precision values for the two methods.

Gram. MWE Colloc.
All TS1 TS2-5 All TS1 TS2-5 All TS1 TS2-5

Parsing 88.8 98.1 86.9 43.2 71.2 35.8 32.9 39.9 31.4
Window 33.2 77.6 22.7 17.2 52.0 9.2 12.8 31.4 8.6
Parsing – Window 55.6 20.5 64.2 26.1 19.2 26.6 20.1 8.5 22.8
Parsing / Window 2.7 1.26 3.82 2.5 1.37 3.88 2.6 1.27 3.64

Table 4.14: Average precision values for the two methods (on all languages).

When the union of all test sets for all languages is considered, a total of 577

grammatical pairs are found among the 650 agreed upon for the parse-based method

(that correspond to an overall precision of 88.8%), and only 261 among the 787 agreed

upon for the window method (33.2%). Also, there are 281 pairs marked as MWE in

the output of the first method (43.2% of the agreed pairs), and 135 in that of the

second (17.2% of the agreed pairs). As for collocations, the parse-based methods

discovers 214 of them (32.9% of the agreed pairs), and the window method only 101

(12.8%).31 Figure I.4 in Appendix I provides a proportional view for these values.

30The difference in MWE precision is even statistically significant for English and Italian data in
TS1.

31All the differences reported are statistically significant.
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Finally, a look at the disagreements observed in the annotation data (see Table

4.15) revealed that collocations are most often mixed up with regular combinations,

followed by compounds and, to a lesser extent, by idioms.32 In fact, most of the total

disagreement cases concern pairs that are labeled as collocation by one annotator

and as regular combinations by the other. These make up 39.4% of the 563 total

disagreements for both methods (222/563). The confusion between collocations and

compounds is responsible for another 11.2% of the total disagreements (63/563).

regular named entity collocation compound idiom
regular 422 – – – –
named entity 6 26 – – –
collocation 222 2 315 – –
compound 51 11 63 64 –
idiom 7 0 11 5 11

Table 4.15: Confusion matrix for the annotations in Experiment 2.

Several examples of such disagreements are presented below:

• disagreements collocation – regular combination: achieve turnover, affected

area, animal product, definitive solution, frightening statistic, have initiative,

honourable member, main priority, member of family, partnership agreement,

present system, religion conscience, scientific assessment, support process (En),

beneficiar de amnist́ıa, explotación agrario, iniciativa concreto, objetivo cuanti-

tativo, mostrar voluntad, practicar tortura, puesto de trabajo, región periférico

(Es), argent public, associer à remerciement, changement climatique, commer-

cialiser produit, facteur essentiel, flagrant lacune, niveau dans hiérarchie, or-

ganiser séminaire (Fr), caso particolare, combattere contraffazione, rinnovare

appello, sicurezza alimentare (It);

• disagreements collocation – compound: civil society, freight container, sea fleet

(En), agente económico, entendimiento mutuo, estado miembro, interesado prin-

cipal, potencia extranjero (Es), ampoule électrique, mode de vie, pays candidat,

32Collocations are only rarely confused with named entities.
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parlementaire européen, salaire minimum (Fr), diritto di uomo, peggiore ipotesi,

processo decisionale (It)

• disagreements collocation – idiom: cruel shortage, cut speaker, open door, re-

move breeding-ground (En) avoir lieu, page douloureux, revêtir importance (Fr),

quadro completare, riprendere filo (It)

• disagreements collocation – named entity: parti conservateur (Fr), emisfero sud

(It).

4.4.5 Qualitative analysis of results

Error analysis

Experiment 1 Among the top 500 results returned by the parse-based method in

Experiment 1 (Section 4.4.3), 5 pairs were annotated as ungrammatical: entreprendre

petite (rank 51), faible revenir (rank 84), entreprendre moyenne (rank 200), ministre

de ancien (rank 257), and président de élection (rank 462).

These false positives concern parsing errors caused exclusively by the syntactic

ambiguity of source sentences. The analysis of their instances in the corpus showed

that in 4 cases, the ambiguity is generated by the POS ambivalence, and more pre-

cisely, by the possibility to interpret a noun as the past participle of a verb (e.g.,

entreprise), and an adjective as a noun (e.g., faible). Thus, the A-N pairs petite

entreprise, moyenne entreprise, faible revenu were analysed as V-O pairs in contexts

like those shown in Example (5) below. The nouns (entreprise, revenu) were inter-

preted as past principles of the verbs (entreprendre, revenir), and the adjectives as

their direct objects (petite, moyenne), or subjects (faible).

(5) a. En tant que patron de petite entreprise...

b. afin de réduire le déficit et favoriser le développement des petites et moyennes

entreprises

c. les programmes de logements sociaux permettent d’améliorer les conditions

de vie de familles à faible revenu
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The sentence in Example (6) contains an instance of the incorrect pair ministre de

ancien. Here, anciens was interpreted as the head of the noun phrase Anciens com-

battants, instead of adjectival modifier for the actual head, combattants.

(6) ministre de la Défense nationale et ministre des Anciens combattants

As for the last erroneous pair (président de élection), the source of ambiguity was

the PP-attachment: in contexts like the one shown in Example (7), the phrase de son

élection was interpreted by the parser as a right constituent for the noun Président

instead of the verb (in this case, féliciter).

(7) je voudrais donc saisir cette occasion pour féliciter le Président de son élection

Both alternatives are possible and in the source contexts for this pair, the attachment

to the noun was even more frequent that to the verb. 23 out of the 25 total instances

of this pair are found in contexts like in Example (8), and only 2 instances are in

fact attachments to the verb. Therefore, we may consider that the pair président de

élection is actually correct, but it was wrongly annotated by the judges because the

first context shown to them was the one in (7).

(8) Le président d’élection (M. Hopkins)...

In addition to the pairs that are ungrammatical, the pairs not marked as interest-

ing are also considered as extraction errors. The number of pairs in this situation—

i.e., pairs that were marked as regular—is 164. The most frequent of them are combi-

nations of type N-A (48), N-P-N (48), and V-O (33). We noted that only 65 of these

pairs were actually unanimously considered as regular by the three judges, mostly,

the N-P-N pairs (21) and V-O pairs (15). The others were divided into regular pairs

with MWE tendency and MWE pairs with tendency towards regularity, as shown in

Section 4.4.3.

In the output of the window method, as many as 106 of the total 500 pairs are

ungrammatical. The distribution among combination types is the following: N-N –

75 pairs, N-A – 14 pairs, A-N – 10 pairs, N-V – 6 pairs, and V-N – 1 pair. The error
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rate for each combination type is as follows: N-N – 41.1%, N-V – 26.1%, A-N – 23%,

N-A – 9%, V-N – 1%. The main cause of errors is the absence of a syntactic relation

between the items of a pair. A detailed analysis of the ungrammatical pairs allowed

us to classify them as follows:

1. ungrammatical subparts of frequent longer expressions (32 pairs), e.g.:

- arbitrage final : arbitrage des offres finales

- susceptible mort : force susceptible de causer la mort ou des lésions cor-

porelles graves

- commune général, commune solliciteur : leader du gouvernement à la Cham-

bre des communes et solliciteur général du Canada

- défense combattant : ministre de la Défense nationale et ministre des An-

ciens combattants

- président Canada: président du Conseil privé de la Reine pour le Canada

- seconde mondial : Seconde Guerre mondiale

- développement humain: Développement des ressources humaines

2. ungrammatical associations with a very frequent domain-specific term, in our

case: Canada, gouvernement, ministre, pays (46 pairs). For instance, asso-

ciations with Canada include: Canada Canada, Canada Canadien, Canada

Chambre, Canada député, Canada gouvernement, Canada ministre, Canada

Monsieur, Canada président, Canada programme, Canada question.

3. ungrammatical associations, not necessarily with a domain-specific term (19

pairs), e.g., dollar ministre, député programme, emploi Chambre, question pre-

mier.

4. associations with wrong POS labels originating in tagging errors (6 pairs):

- Monsieur présider (N-V), correct: Monsieur le Président (N-N)

- petite entreprendre (N-V), correct: petite entreprise (A-N)
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- monsieur présider(N-V), correct: monsieur le Président (N-N)33

- faible revenir (N-V), correct: faible revenu (A-N)

- nouveau députer (N-V), correct: nouveau député (A-N)

- moyenne entreprendre (N-V), correct: moyenne entreprise (A-N)

A second class of errors in the output of the window method are the false positives

represented by the regular pairs: their number is 104 (i.e., 0.63 times less than that

of the parse-based method). Among the most frequent combination types, we found

N-N combinations (40), N-A combinations (34), and V-N combinations (15). Only

48 regular pairs are common to both methods.

Experiment 2 The analysis of the ungrammatical pairs obtained with the parse-

based method in Experiment 2 (Section 4.4.4) revealed various causes of errors, among

which:

1. wrong assignment of POS labels, caused by the ambiguity of the text: for

example, the pair sous de forme identified in the context en tirent un avantage

financier et sous d’autres formes has been considered as a N-P-N pair, the word

sous being wrongly tagged as a noun (the plural form of sou, ‘coin’) instead of

preposition. The two readings are equally possible for this sentence.

2. wrong assignment of syntactic type:34 for instance, the pair succéder catastrophe

has been incorrectly interpreted by the parser as a V-O pair instead of S-V in

the context Mais peut-on voir se succéder les catastrophes qui ont frappé mon

pays.

3. absence of a syntactic link between the two pairs, when the parser fails, for

instance, to recognize a complex lexical unit (these errors can be get rid of

by adding such items in the parser’s lexicon): e.g., the pair fait inapproprié

33The parser distinguishes between Monsieur (title) and monsieur (common noun) and therefore
considers them as two different lexemes.

34Note that the window method cannot be subject to such errors as long as no syntactic type is
associated with the output pairs, but only POS labels.
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extracted from J’estime qu’il est tout à fait inapproprié que... is ungrammatical,

since fait is part of the adverb tout à fait.

Among the sources of parsing errors for English data, we identified the nominal

compounds (for instance, in gross domestic product, the parser analyses gross domestic

as an A-N pair), and the confusion between gerunds and nouns (e.g., in a barrage of

fire targeting Arafat, the pair barrage of targeting is identified as N-P-N). As far as

the Spanish and Italian outputs are concerned, the parsing errors are more numerous

because of the more limited lexical and grammatical coverage of the Fips parser for

these languages.

As for the window method, ungrammatical pairs are very numerous in the extrac-

tion output obtained in Experiment 2. A preliminary analysis of these pairs suggested

that the same conclusions drawn in Experiment 1 hold here as well.

Intersection and rank correlation

Experiment 1 A comparison of the output obtained by the two methods has been

performed at pair-type level. In Table 4.16, the column common reports the number

of pair types that were extracted both by the parse-based method and the window

method in Experiment 1 (Section 4.4.3).

Top All Pairs MWE Pairs
common perc. Spearman’s ρ common perc. Spearman’s ρ

50 30 60.0% 0.775 22 44.0% 0.782
100 56 56.0% 0.832 39 39.0% 0.848
150 84 56.0% 0.861 57 38.0% 0.889
200 103 51.5% 0.871 70 35.0% 0.896
250 120 48.0% 0.866 81 32.4% 0.887
300 145 48.3% 0.871 92 30.7% 0.882
350 168 48.0% 0.882 106 30.3% 0.897
400 192 48.0% 0.873 117 29.3% 0.896
450 210 46.7% 0.863 129 28.7% 0.897
500 231 46.2% 0.854 141 28.2% 0.887

Table 4.16: Output comparison for the two methods in Experiment 1 (Section 4.4.3):
intersection and Spearman’s rank correlation coefficient for the top 500 results.
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The intersection is computed for the top n pairs, with n ranging from 50 to 500 at

intervals of 50. Thus, 30 pairs are common to the top 50 results of each method etc.,

231 pairs being common overall, in the top 500 results. The percentage of common

pairs decreases as we look further in the significance list: from 60% for top 50, it goes

down to 56% for top 100 and 150, and reaches only 46.2% overall (third column, perc).

These results refer to all of the pairs in the test sets, regardless of their annotation

mark (ungrammatical, regular, or interesting).

When we consider only the pairs marked as interesting, i.e., the pairs that are

likely to constitute MWEs, we obtain the figures in the column MWE pairs : the

number of common MWE pairs identified in the top 50 results is 22 (44%), and so

on. Overall, 141 MWE pairs are common to the two methods in the top 500 results,

and they represent 28.2% of the whole annotated data.

Table 4.16 also reports the Spearman’s ρ rank correlation coefficient on the com-

mon pairs returned by the two methods. This value, ranging from -1 to 1, indicates

the degree of correlation between the rankings proposed. Given the set of common

pairs ordered by each method according to the collocational strength (so that higher-

scored pairs are ranked first), the Spearman’s ρ is computed as in Equation 4.8:

ρ = 1− 6
∑

i (RWi −RPi)
2

n(n2 − 1)
(4.8)

where RWi and RPi denote the ranks for the pair i proposed by the window method

and the parse-based method, respectively, and n is the total number of common

pairs. Values of ρ close to 1 indicate a high correlation of rankings, and values below

0 indicate a negative correlation. The rankings correlate significantly if the ρ value is

higher than a critical value—in this case, 0.165 (Villada Moirón, 2005, 85).

The ρ values in Table 4.16 indicate a high correlation of the ranks proposed by the

two methods for the top 500 pairs returned in Experiment 1. This suggests that, as far

as the top results are concerned, the difference between the two methods stands more

in the content of the output lists, than in the relative order of the pairs identified.

Experiment 2 In Experiment 2 (Section 4.4.4), the number of pairs in the intersec-

tion of the two output lists—one of the window method, the other of the parse-based
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method—is very small (see Table 4.17).35 The common pairs belong almost exclu-

sively to the first test set, TS1 (i.e., to the top 50 results). As in the case of Experiment

1, the Spearman’s coefficient indicates a high correlation of the ranks assigned to the

common pairs by the two methods.

English French Italian Spanish
common (TS1–TS5) 24 20 22 31
common (TS1) 23 20 22 31
Spearman’s ρ 0.640 0.833 0.586 0.846

Table 4.17: Output comparison for the two methods in Experiment 2 (Section 4.4.4):
intersection and Spearman’s rank correlation coefficient for the pairs annotated for
each language.

In a larger-scale comparison, we considered the complete output lists of the two

methods and looked at the overall intersection and rank correlation. These parameters

have also been computed on different sets of pairs satisfying the following criteria

pertaining to the rank, the log-likelihood score, and the corpus frequency of pairs:

• rank: lower than 1000, 2000, and 10000;

• LLR score: higher than 1000, 100, and 10;

• frequency: higher than 100, 10, and 3.

The results obtained are reported in Appendix J. We found that overall there

is a significant correlation between the rankings of the pairs in the intersection (the

Sperman’s ρ is between 0.477 and 0.521 depending on the language, and 0.487 on

average). The correlation is higher for the upper layers of the output lists, as given

by the higher frequency or LLR score cutoffs. A relationship between ranks and

correlation could not be established (i.e., the correlation function is non-monotone on

ranks), a possible explanation being that the layers compared make up very different

proportions in the whole output lists (compare column Perc. P with Perc. W ).

35This is mainly the consequence of the manner in which the test sets have been constructed, by
considering non-adjacent sets at various levels in the output list.
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As for the common pairs, they make up a high percentage of the output returned

by the parse-based method (75.59% for the English data, 73.48% for French, 79.58%

for Italian, 80.81% for Spanish, and 77.36% on average), but only a small fraction of

the much larger data retrieved by the window method (17.43% on average).

For all of the languages considered, we can conclude—as in Experiment 1—that

the relative order of output pairs is maintained from one method to another as far

as the common pairs are concerned, and that the correlation is higher for the upper

layers of the output lists as defined by higher frequency and LLR score thresholds.

Instance-level analysis

A more insightful comparison between the two extraction methods can be made by

examining the instances of the output pairs in the source corpus. We performed

several case studies aimed at answering the following questions: How many instances

of a pair type are retrieved from the source corpus by one method with respect to

another? How many instances are identical, and, for those that are missed by one

method, is there any peculiarity of the source text that prevents their retrieval? How

many instances are “true” and how many are “false” (in the sense that the source

sentence is incorrectly associated with the pair in question)?36 And, ultimately, is

one method better than another in terms of coverage, in a given setting?

In the first case study, we considered the V-O pair jouer rôle from Experiment 1

(Section 4.4.3) and compared the instances identified by the parse-based method, on

the one hand, with those identified by the window method, on the other hand. In the

output of the window method, this pairs is ranked 39th, with 135 instances; in that

of the method based on parsing, it is ranked 14th and has 190 instances.

A number of 131 instances are identical, meaning that almost all the corpus oc-

currences of this pair that have been detected by the window method have also been

detected by the parse-based method; the 4 instances discovered exclusively by the

window method are “true” instances that have been missed by the parser. The

corpus-based analysis of these 135 instances showed that they are all “true” instances

36For instance, Example (7) contains a false instance for the pair président de élection, while
Example (8) contains a true instance.
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for which the average distance between the base rôle and the collocate jouer is very

small (around one word).

The parse-based method discovered 59 more instances. Among these, there are

43 cases of inversion that could not be detected by the window method, since this

was designed for extracting oriented pairs. The inversion was caused in the majority

of cases by grammatical operations like relativization (37 instances), interrogation

(4 instances) and passivization (2 instances). An example of each type is provided

below.

• relativization En outre, pourrait-il en profiter pour nous préciser le rôle que

l’État, le gouvernement fédéral plus particulièrement, devrait jouer pour aider

les familles?

• interrogation quel rôle de premier plan pouvons-nous jouer pour voir à ce que

ces résolutions soient respectées?

• passivization Le rôle joué par le Canada et par M. Pearson dans cette crise

As in the case of the window method, all the instances that were exclusively

retrieved with the parse-based method are “true” instances. The conclusion we can

draw from this case-study is that both extraction methods are precise (i.e., they

both identify “true” instances), but the window method has a lower coverage since

it retrieves a lower number of instances. This happens mainly because of a design

choice not allowing it to mix N-V and V-N surface pairs, since these POS combinations

suggest different syntactic relations: S-V, in the first case, and V-O, in the second. As

a consequence, the rank obtained with the window method is lower than that assigned

by the parse-based method for some pairs. At a larger scale, this study suggests that

the failure of the window method to detect all the instances of some pairs could lead

it to artificially demote these pairs to lower positions in the significance list.

Another pair whose instances were studied is the English S-V pair vote take, ex-

tracted from Experiment 2 (Section 4.4.4).37 The window method finds 408 instances

37This pair is actually part of the longer collocation vote – take place that should have been
extracted if take place was included in the parser’s lexicon (Chaper 5 presents a method for obtaining
longer collocations from previously extracted pairs).



4.4. EVALUATION 123

of it in the source corpus, while with the parse-based method only 325 instances are

identified. A number of 325 instances are common to both methods, i.e., all the in-

stances found by the parse-based method are also found by the window method. This

suggests that the coverage of the window method is, for this pair, at least as good as

that of the parse-based method.

While the precision of the parse-based method is perfect (since all the instances

identified are correct), as many as 81 out of the 83 occurrences that were found

exclusively by the window method count as “false” instances:

• 10 instances are ungrammatical, for example:

I merely wish to ask whether the written explanations of vote should not

be taken first.

That means that, as often happens in these cases, the decision we take

with our vote will not be taken into any account by the Council.

• 71 instances belong in reality to the V-O pair take – vote, for example:

I propose that the sitting be suspended until the votes are taken.

The remaining 2 instances are “true” S-V instances that have not been identified by

the parse-based method.

This second case study suggests that the “false” instances retrieved with the win-

dow method for some pairs are very numerous and they are difficult to distinguish

from “true” instances as long as the syntactic context is ignored.

In an additional corpus-based investigation of instances of other output pairs, we

discovered that there are several situations in which the window method behaves more

robustly than our method committed to the syntactic parsing. It is, for instance, the

case of pronominalization. Our method is not expected to recover a collocation with

a noun when the latter is realized as an anaphoric pronoun (although this would

be possible if an anaphora resolution module were coupled to our system). With

the window method instead, the noun can be detected as long as it is found in the

collocational span considered. For instance, in Example (9) below, the object of the
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verb take is the anaphoric pronoun it whose antecedent is the noun vote; therefore,

the pair take – vote could be inferred as a V-O pair instance. The window method

discovers the antecedent accidentally in the proximity of the verb take and succeeds

in retrieving the pair instance from this sentence.

(9) No, we must take that ’no’ vote seriously and take it on board in our reflections.

Another situation in which the absence of syntactic constraints actually helps

extraction is when the text contains a noun phrase with a semantically “transpar-

ent” head, e.g., un sou d’impôt, une partie d’impôt, un minimum d’impôt. In such

a phrase, the semantic head (i.e., the noun bearing the semantic content) does not

coincide with the syntactic head (sou, partie, minimum), but with its right sub-

constituent (impôt). Collocational links establish between this subconstituent and

external items, bypassing the syntactic head. This is why such a link cannot be re-

trieved in a straightforward manner and with strictly syntactic means. Additional

computation and semantic information on nouns is required in order for the extrac-

tion procedure to work.38 In contrast, these collocational links are easily identifiable

with the window method, precisely because no syntactic constraint applies. Example

(10) below shows several instances of the V-O pair payer impôt, in which the object

of the verb is an NP with a semantically-transparent head (underlined in text):

(10) a. sans qu’elles paient un cent d’impôt

b. ne payent toujours pas un sou d’impôt

c. les sociétés paient leur juste part d’impôts

d. qui paient déjà la majeure partie des impôts

e. paient un minimum d’impôt

f. devra payer 200 $ d’impôt de plus

38Fontenelle (1999) discusses the problem of transparent nouns, by showing that they may involve
a wide range of partitives and quantifiers, as in shot clouds of arrows, melt a bar of chocolate, suffer
from an outbreak of fever, a warm round of applause. He proposes a lexical-function account for
these nouns, in which the transparent nouns are considered as the value of the lexical function Mult
(e.g., Mult(arrow)=clowd).
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Although such instances are, strictly speaking, ungrammatical, they could be consid-

ered as true instances, since they are semantically correct. Other instances retrieved

with the window method are even more difficult to infer syntactically, like the in-

stance in Example (11), but these are at the limit of what can be considered as a true

instance or not.

(11) paye exactement le même montant en impôt

4.5 Discussion

The evaluation experiments carried out showed that by integrating a syntactic filter

into a collocation extraction procedure, a considerable improvement is obtained over

the standard mobile-window method. This result is far from being obvious, since,

first of all, the syntactic analysis of whole source corpora is a difficult endeavor that

requires sufficiently fast and robust tools; and, secondly, because this particular imple-

mentation of the window method, which favours precision, represents a high baseline

for comparison.

The analysis of results provided in Section 4.4.5 pointed out several advantages

and disadvantages of one method versus another, related in the first place to the

pair instances detected in the corpus. Our case studies revealed that many of the

instances identified with the window method are “false” instances; moreover, many

instances that are found by the syntax-based method are instead missed by the win-

dow method. These (false or missed) instances falsify the frequency signature39 of the

pairs concerned; as a consequence, these pairs are artificially promoted or demoted

in the significance list, the quality of results being ultimately affected.

A more directly perceived inconvenience for associating false instances with a pair

is that the corresponding source contexts are useless for lexicographic purposes, as well

as for the interested NLP applications (i.e., whenever one tries to derive contextual

information for an extracted collocation). Parsing helps to overcome this problem, as

the high majority of instances identified for a pair in text are correct instances.

39This term was introduced in Section 3.2.3.
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Another shortcoming of the window method is that the results pairs are highly

unreliable. Even if a POS combination suggests a syntactic link (e.g., N-V suggests

a S-V relation), the pair may actually be ungrammatical, or may involve a syntactic

type that is different from the expected one; in contrast, the pairs returned by the

parse-based method contain syntactic information assigned by the parser, which facil-

itates their interpretation and subsequent processing. The following example shows

several pairs extracted by the window method in Experiment 1 (Section 4.4.3). Al-

though they look correct in isolation, these are in reality wrong, as can be seen from

the instances provided next to them.

(12) a. développement humain - Développement des ressources humaines

b. président Canada - président du Conseil privé de la Reine pour le Canada

c. gouvernement Canadien - le gouvernement du Canada invite tous les

Canadiens à participer...

On the other hand, we found that one advantage of the window method over

methods relying on syntax is that it can detect the collocate of a base word in the

collocational span, even if this is not directly syntactically related to that word. Such

situations include the pronominalization of the base word, as in Example (9), or its

embedding in a larger NP whose syntactic head is a semantically-transparent noun,

as in Example (10).

The main advantage attributed, in principle, to the window method is that it is

fast, robust, and readily available for a new language, whereas syntax-based methods

require high-performance, language-specific tools that are difficult to implement. The

extraction experiments we performed in the framework of the comparative evaluation

studies showed that, actually, the multilingual parser Fips is also fast and robust

enough to process source corpora of several million words; that the syntactic filter

applied to the candidate pairs leads to a drastic reduction of the candidate data that

is later fed into the stochastic procedure of collocation strength computation, and,

on the contrary, the much larger data produced by the window method slows down

this procedure considerably. Moreover, the window method is not fully language-

independent, because its performance relies on the accuracy of POS information that
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is in turn dependent on the word disambiguation depending on the syntactical context.

Finally, it is also interesting to note that although Experiment 2 deals with more

data than Experiment 1 (i.e., 3 to 4 times as much data), no improvement was

obtained in the results of the window method.

As an alternative to the window method, we could have considered comparing

our method against methods based on shallow parsing, since these are expected to

produce more accurate results than the syntax-free approach.40 While the precision of

chunk-based methods could certainly compete with that of parse-based approaches,

we expect, however, a lower recall because of the lower grammatical coverage of

shallow parsers, in particular with regard to those constructions responsible for a

long distance between the items of candidate pairs.

For the time being, we have not performed a thorough evaluation against methods

based on shallow parsing, yet we made a preliminary analysis of the collocations

identified with a shallow parser for English. We carried out a case study on the V-O

and S-V collocations with the noun preference that were extracted from the BNC

corpus with the Sketch Engine. The Sketch Engine (Kilgarriff et al., 2004) is a state-

of-the-art extractor that identifies collocation candidates of several syntactic types by

relying on shallow parsing implemented as regular expression pattern-matching over

POS tags. The association measure used for ranking candidates is an adaptation of

MI that gives more weight to the co-occurrence frequency.

Among the 201 V-O pair types with preference obtained without applying a fre-

quency cutoff, a number of 15 were grammatically incorrect (i.e., 7.5%). Several such

pairs are shown in Example (13) below, together with a corpus instance for each. An-

other 4 pairs used a majority of incorrect instances, and thus got artificially promoted

to higher ranks (e.g., the pairs in Example (14)).

(13) a. vote preference (rank 20) - we asked about voting preferences

b. focus preference (rank 24) - focus preferences were taken to be strong

c. elect preference (rank 39) - most voters will find that a candidate for

whom they have expressed some preference will have been elected

40In this case, however, the argument of language independence and ease of implementation does
not hold anymore, as chunkers are relatively difficult to develop.
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d. peak preference (rank 55) - could produce a sharply peaked preference

(14) a. decide preference (rank 47) - As they walked towards the hotel, she gave

him the rates on an ascending scale and spat her gum into the kerbside

as if she had already decided what his preference would be.

b. count preference (rank 51) - votes of lower preference are counted only

when transfers have to be made

Similarly, from the 63 S-V pair types returned by the Sketch Engine, a number of

10 (15.9%) were incorrect, among which the pairs in Example (15) below. Another 5

S-V pairs used incorrect instances, like the pair in Example (16).

(15) a. preference prejudice (rank 1) - if compliance with the preference would

prejudice

b. preference support (rank 6) - The proposal is a clear expression of local

preference supported by local planning authorities.

(16) preference lead - the existence of these preferences would clearly lead ulti-

mately to a situation

Although the results obtained in this case study are not entirely conclusive due

to the small size of data evaluated, they suggest that the extraction based on shal-

low parsing leaves considerable room for improvement, and we consider that this

improvement can be achieved with full parsing.

4.6 Summary

This chapter presented the core of our collocation extraction methodology that relies

on the full syntactic parsing of the source corpora in order to optimize the first extrac-

tion step, the selection of candidate pairs. With respect to similar extractors based on

parsing (described in more detail in Section 4.1), our extractor tries to fill a number of

gaps pertaining, among others, to robustness, precision, the syntactic configurations

extracted, and, more importantly, to the syntactic constructions covered.
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These desiderata (stated at the end of Section 4.1) could successfully be put into

practice thanks to the multilingual parser Fips (introduced in Section 4.2), whose

robustness and speed permits the syntactic analysis of large text corpora in several

languages, and whose accuracy ensures the high grammatical precision of the ex-

traction results, both with respect to the pair types returned and to the instances

identified in text.

After describing the extraction procedure proper, we focused on the contrastive

evaluation of our method against the mobile-window method, a standard syntax-free

extraction method based on the linear proximity of words. This evaluation study was

motivated by several issues (discussed at the beginning of Section 4.4) that questioned

the efficiency of preprocessing based on full parsing. The latter is often criticised for

being error-prone and not really worth applying, while the classical method, which

is (at least in principle) easy to implement and robust, is believed to still produce

acceptable results when applied to large corpora.

Thus, two evaluation experiments were performed with different settings (i.e.,

corpus domain, corpus size, source languages, test sets, annotation categories, etc).

The results obtained were consistent: in both experiments, for all the languages sup-

ported by our extractor, the window method was outperformed by a large extent by

the parse-based method. Notably, we found that the major part of window results,

with the exception of the pairs situated in the very top of the significance list, are un-

grammatical. On the contrary, the parse-based method maintains a high grammatical

precision on the lower levels in the significance list as well (Table 4.14). Moreover, the

quality and the interpretability of window results suffer from the inescapable mix of

“true” and “false” instances identified in the source text for the output pairs. In con-

trast, the pairs extracted with parsing contain syntactic information and most of their

instances are correct, this facilitating their subsequent use for lexicographic or NLP

purposes. Finally, the strong syntactic filter applied to candidate pairs alleviates the

statistical computation of score in the second extraction stage, whereas the window

method is much less tractable because of the huge candidate data it generates.

In line with the grammatical precision, the MWE and collocational precision were

also found higher for the parse-based method. In Experiment 1 that evaluated the
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MWE precision on the top 500 results, the increase obtained with parsing is of 9%

(from 56.9% to 65.9%). Experiment 2 investigated several levels of the output list

and reported an increase of 26.1% in MWE precision (from 17.2% to 43.2%), and of

20.1% in collocational precision (from 12.8% to 32.9%), on average for all the levels

and languages considered.

Related work that quantified the impact of using parsing for collocation extraction

also reported that the syntactic information makes a substantial contribution to the

precision of results, e.g., (Smadja, 1993; Lin, 1999; Zajac et al., 2003) (see also Section

3.4). A smaller improvement was instead observed for A-N collocations in German

when extracted with a chunker in comparison with a 10-word window method (Evert

and Kermes, 2003). This result is unsurprising, given the particularly rigid pattern

studied. A different study carried out in German for N-V pairs (Breidt, 1993) came,

on the contrary, to the conclusion that good precision can only be achieved for German

with parsing.

Differently from the preceding evaluation reports, ours is a more systematic eval-

uation study, which has been conducted on data in 4 languages totalling a large

number of pairs (3000) that, in turn, were taken both among the best-scored and the

lower-scored results and were annotated by at least two human judges. Our study

also provided a detailed qualitative analysis of results of the methods compared, that

revealed possible causes for the difference observed in the pair rankings and in the

number of instances retrieved, and highlighted the relative strengths of one method

versus another depending on the particularities of the text.



Chapter 5

Advanced Extraction

This chapter presents a series of extensions for the collocation extraction method

described in the preceding chapter, that are aimed, firstly, at enlarging the scope of

this method so that it covers a broader spectrum of collocational phenomena in text,

and, secondly, at providing an alternative solution to the data sparseness problem

that is characteristic of text corpora in general. Thus, Section 5.1 presents a method

for the extraction of collocations of higher arity, the procedure described so far being

exclusively concerned with binary collocations. Section 5.2 deals with the issue of

finding an exhaustive set of syntactic configurations that define collocation candidates,

and proposes a data-driven solution. The last section describes an approach in which

the World Wide Web is used for the discovery of collocations with a given word, as

an alternative to static corpora.

5.1 Identification of multi-word collocations

5.1.1 Introduction

The first extension considered for our method was aimed at the discovery of collo-

cations made up of more than two items. Despite the fact that theoretical studies

(such as those reviewed in Chapter 2 and, in particular, in Section 2.3) stipulate that

collocations may consist of two or more words, in practice the collocation extraction

131
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work focuses almost exclusively on binary collocations, mainly as a consequence of

the manner in which association measures are designed (Section 3.2.1).

To overcome this limitation pertaining to the length of the collocations retrieved,

several solutions could be considered:

1. Extending the existing association measures to more than two items, as in

Villada Moirón (2005),1 or proposing new measures that cope with unrestricted

length (Blaheta and Johnson, 2001; Dias, 2003).

2. Using a cyclic extraction strategy, in which the previous results are incorporated

into future extraction, so that an already-known collocation is treated as a single

item. This solution—which is already implemented in our extraction system, as

discussed in Section 4.3.1—best accounts for the recursive nature of collocations

noted by researchers like Heid (1994, 232), but is more difficult to put into

practice because it requires human intervention in order to validate the output

and to update the lexicon of the parser.

3. Post-processing the extraction output in order to automatically infer longer

collocations from the binary combinations identified (Smadja, 1993; Kim et al.,

1999; Kim et al., 2001).

This section describes a method for extracting collocations of length higher than

two (hereafter, n-grams)2 that adopts the third solution. Given the binary colloca-

tions (bigrams) extracted as shown in Section 4.3, it creates chains of unrestricted

length by joining these bigrams whenever they are found together in the same corpus

sentence so that they share common items.

For instance, once the bigrams play role and important role are extracted from

a sentence so that role is the very same token in that sentence, we can infer the

trigram play important role. The process can be continued by adding a new item to

the current chain, so that we will obtain, for instance, the 4-gram play important role

1Villada Moirón (2005) extends MI and chi-square in order to cope with candidates of length 3.
2For the sake of simplicity, we will use the terms of bigram, trigram, and in general that of n-gram

in order to indicate the arity of collocations (be they composed of adjacent words or not).
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in, given that the bigram play in was extracted from the same sentence and the token

play is the very same as before.

The method of chain building using bigram composition is introduced in (Seretan

et al., 2003; Seretan et al., 2004a). In what follows, we will provide an intuitive

description of this method, while focusing more on additional details not discussed

in these papers. We will also present new extraction results for French data and an

updated review of the related work.

5.1.2 Building collocation chains

The algorithm starts with the set of bigrams extracted by our system, where each

bigram contains, inter alia, information regarding the lexemes involved, the syntactic

type, and the source context (as described in Section 4.3.2).

In each iteration, n-grams are combined into (n+1 )-grams; that is, longer chains

are obtained from the chains of maximal length built up to that point. The newly-

constructed chains are stored, and the procedure is repeated until no new combina-

tions are generated for a given n, the maximum length reached being determined by

the length of source sentences (the termination of the procedure is guaranteed, since

the length of sentences is limited).

There are multiple ways of combining shorter chains into longer ones, that may

lead to the same results. For instance, one could obtain a 4-gram by combining

a trigram with a bigram (play important role, play in), three bigrams (play role,

important role, play in), or two trigrams (play important role, play role in). We

opted for the combination of chains of the equal, maximal length—i.e., as in the

last option above—, this is why the procedure exclusively uses n-grams for building

(n+1)-grams. The choice is motivated by the simplicity and the uniformity in the

description of the algorithm.

In order to yield an (n+1)-gram, two n-grams are combined iff they share exactly

n− 1 items; for these items, the source file and the file positions, which are stored in

the fields source and charlex1 or charlex2, respectively, must be identical.

The order of items in the resulting chain is most often determined by the canonical
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order of these items in the participating bigrams, as obtained from the sentence

normalization provided by the parser. This allows the convenient grouping of all

the instances of the versatile, predicative combinations under the same type. For

instance, the following pairs:

(1) prendre décision

décision difficile

share the middle lexeme in the resulting trigram, prendre décision difficile, and the

order of the participating items is unambiguous. This (canonical) order is unique for

all the corresponding instances. Thus, both instances shown in Example (2) belong

to the trigram type prendre décision difficile, even if the textual order for the second

is different (décision difficile prendre).

(2) a. Le fait est que nous devons prendre des décisions difficiles.

b. Nous ne voulons pas que les fabriquants de produits du tabac profitent

de la décision difficile que nous avons prise aujourd’hui.

In case of ambiguity, when the order cannot be inferred from the cannonical order

of items in bigrams, it is decided by the source contexts (i.e., by the file position of

items). For instance, for the bigrams in Example (3), it is not clear what the resulting

trigram should be, tenir référendum sur or tenir sur référendum, and it is the relative

position of référendum and sur in the text that is taken into account.3

(3) tenir référendum

tenir sur

A drawback of this combinatorial procedure is that for chains of length 4 and

more it can produce redundant results, because in certain cases the same chain can

be built from distinct pairs of subchains. For instance, the 4-gram démontrer grand

ouverture de esprit can be built from the following pairs of 3-grams:

3If more alternatives are possible, multiple types are generated accordingly.
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(4) a. grand ouverture esprit - démontrer grand ouverture

b. démontrer ouverture esprit - grand ouverture esprit

c. démontrer ouverture esprit - démontrer grand ouverture

However, the procedure keeps track of the way in which an n-gram has been built

and distinguishes between such redundant cases, in order to avoid reporting a false

frequency for that n-gram. The frequency information is used in the subsequent

extraction step, which ranks the generated candidates (Section 5.1.3). On the basis

of the obtained score, the different variants of a redundant n-gram could be decided

between in order to retain only the most successful variant for the next iterations

of the algorithm (this filtering is not applied in the current implementation of the

method).

5.1.3 Measuring association strength

Longer collocations can be regarded as recursively-embedded binary collocations shar-

ing the base word, as illustrated by the trigram allgemeine Gültigkeit haben, lit. gen-

eral validity have (Heid, 1994, 232):

(5) (allgemeine Gültigkeit) + (Gültigkeit haben)

((allgemeine Gültigkeit) haben)

It follows then that the association measures that exist for binary collocations can be

straightforwardly applied to collocations of arbitrary length in a recursive fashion, by

treating complex lexical items like units. In the corresponding contingency table, the

frequency values that will be listed will be those of these units, computed from the

corpus in the same manner as the frequencies of words (see Section 3.2.3).

Gültigkeit haben ¬ Gültigkeit haben

allgemeine Gültigkeit a b
¬ allgemeine Gültigkeit c d

Table 5.1: Example of contingency table for the trigram allgemeine Gültigkeit haben.
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Thus, after the creation of n-gram candidates with the procedure described above,

contingency values are computed for each n-gram type by taking into account the

co-occurrence frequencies of the two component items. The log-likelihood ratios as-

sociation measure (LLR) is then applied to the output n-grams, for each n, according

to the formula shown in Section 3.2.4.

5.1.4 Results

This section reports on the multi-word collocations obtained by applying the extrac-

tion method described in the preceding sections on the bigrams previously extracted

in Experiment 1 (Section 4.4.3).

From the 370932 total bigram extracted, a number of 173037 trigrams have been

generated, that correspond to 143229 trigram types. The combination of trigrams

yielded, in turn, 146032 4-grams instances and 140138 types. The distribution of

3-gram and 4-gram types into frequency strata is shown in Table 5.2.

Freq 3-gram types 4-gram types
f > 10 404 63
6 ≤ f ≤ 10 694 96
3 ≤ f ≤ 5 3344 691
f = 2 7337 2446
f = 1 131450 136842

Table 5.2: Frequency distribution for the 3-grams and 4-grams extracted.

Table 5.3 presents several examples of trigrams and 4-grams selected among the

top results according to the LLR score; more (randomly selected) extraction results

are presented in Appendix K. The results list the lemmas for the participating items,

to which prepositions are added, depending on the syntactic configuration of the

initial bigrams (refer to the list of configurations provided in Section 4.3.1).4

4Note that some items constitute complex units in turn, e.g., premier plan in the fifth 4-gram
shown. Also, as suggested by the last 4-grams in the list, our strategy that consists of systematically
displaying lemmas rather than word forms led to an unusual presentation of some expressions (such
as trouver bon solution possible instead of trouver meilleur solution possible).
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Table 5.4 and Table 5.5 display some of the most frequent syntactic configurations

for the obtained trigrams and 4-grams, as given by the configuration of the bigrams

involved.5

3-gram 4-gram
accorder attention particulier avoir effet négatif sur
attirer attention sur créer grand nombre de emploi
avoir effet néfaste être à prise avec taux de chômage
compter sur entier collaboration franchir cap de milliard de dollar
donner bon résultat jouer rôle de premier plan dans
être sur bon voie jouer rôle important dans
jouer rôle important jouer grand rôle dans
prendre décision difficile poursuivre effort négociation avec
prendre engagement envers présenter sincère félicitation pour
prendre mesure concret question faire objet de examen
prêter oreille attentif ramener partie à table de négociation
revêtir importance particulier tirer bon profit possible
tirer coup de feu trouver bon solution possible

Table 5.3: Sample 3-grams and 4-grams among the top-scored results.

5.1.5 Discussion

As can be checked from the random samples of results shown in Appendix K, the

bigram composition method produces high-quality results in terms of grammaticality.

An analysis of results in terms of collocability (or, in general, of lexicographic interest)

has not yet been carried out, but it is apparent that the method is able to retrieve

good collocation candidates.

Overall, it can be noted that there are more numerous interesting candidates

among the trigrams than among the 4-grams extracted. Indeed, as an effect of the

higher fragmentation of data, the collocability strength is expected to decrease as

the length of candidates increases. Also, many of the salient long associations dis-

covered in this experiment are composed of collocational subparts, but to which a

5Note that, due to the way the extraction procedure works, the words are currently shown in
their base form, but in the future the inflected form could be considered for enhanced readability.
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Types in 3-grams Freq (tokens) Example
S-V, V-O 12703 question revêtir importance
V-O, N-P-N 10926 améliorer qualité de vie
V-O, N-A 8483 avoir effet néfaste
N-P-N, N-P-N 7315 violation de droit de personne
N-P-N, N-A 7184 régime de assistance publique
V-O, V-P 6881 prendre engagement envers
V-O, V-P-N 6486 mettre terme à conflit
S-V, S-V 6433 argent servir financer
S-V, V-P-N 5752 frais élever à milliard
N-P-N, S-V 5533 taux de chômage situer

Table 5.4: The most frequent combinations of syntactic types for 3-grams.

non-collocational item is added because it is characteristic of the domain (e.g., nouns

like ministre, député, gouvernement, and so on), as in the trigram ministre régler

problème. This inconvenience is caused by the choice of this particular source cor-

pus, namely the Hansard corpus of parliamentary debates, but we expect the results

on domain-independent corpora to be, for the main part, more interesting from a

lexicographic point of view.

Detecting longer collocation chains is particularly important for a special category

of binary collocations, i.e., those that are incomplete (e.g., jouer rôle is almost never

used in isolation, but in combination with modifiers like essentiel, grand, important,

clé, déterminant, de premier plan, de chef de file, actif etc.), or do not constitute

collocations by themselves, because the collocational link involves a longer lexical unit,

rather than its shorter subparts. For instance, in the collocation vote – take place,

the collocate of vote is neither take nor place, but the whole phrase take place.6 The

combination vote take therefore has the status of a fragment that must be discarded

from the list of bigrams extracted as soon as it is used in the construction of trigrams

(e.g., vote take place).

Eliminating fragments of collocations is a real concern in extraction work dealing

with multi-word collocations or terms, the common approach being that shorter chains

6Note that this kind of combination cannot be accommodated in the more compositional account
of multi-word collocation proposed by Heid (1994).
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Types in 4-grams Freq (tokens) Example
S-V, V-O, V-P 3290 mesure stimuler entreprise dans
S-V, S-V, V-O 2732 gouvernement tenter régler problème
N-A, S-V, S-V 2704 argument principal être dire
N-P-N, S-V, S-V 2540 taux de intérêt continuer baisser
S-V, V-O, N-P-N 2519 projet faire objet de étude
S-V, V-O, V-P-N 2465 comité axer travail sur question
V-O, A-N, N-P-N 2428 coûter grand nombre de vie
S-V, V-O, N-A 2160 parlement adopter mesure législatif
V-O, V-P, V-P 2153 avoir débat avec au sujet
N-P-N, S-V, V-O 2033 taux de chômage atteindre niveau

Table 5.5: The most frequent combinations of syntactic types for 4-grams.

have to be discarded if they do not occur frequently by themselves in the corpus. A

more sophisticated solution is pursued in (Frantzi and Ananiadou, 1996; Frantzi et

al., 2000) with the C-value method. The underlying idea is that the more frequently

a substring occurs in different longer strings, the more “independent” it is, and is

therefore more likely to constitute a term by itself. The nested terms that do not

comply with this criterion are eliminated by this method, like soft contact from soft

contact lense. Although this method was designed for sequences of adjacent words,

we believe that it could be applied to the flexible chains discovered using our method

in order to discard collocation fragments.

5.1.6 Related work

Multi-word collocation extraction methods have generally been implemented so far on

plain text or on POS-tagged data (Choueka et al., 1983; Smadja, 1993; Daille, 1994;

Dias, 2003). They are characterized by the rigidity and dispersion of the results

retrieved, due the impossibility of dealing with syntactic variation. With respect

to these methods, our method has the advantages of being able to abstract away

from the specific text realization, to detect discontinuous items in the case of more

syntactically versatile collocations, and to group various instances of a collocation

type under the same canonical form.
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The method of Choueka (1983) identifies frequent sequences of at most 6 consec-

utive words, and is computationally expensive due to the high number of candidates

that are generated from a corpus. In the second stage of Xtract, Smadja (1993) gen-

erates multi-word collocation candidates by analyzing the surrounding positions of

already extracted bigrams. Rigid noun phrases and phrasal templates are thus iden-

tified (e.g., The consumer price index, The NYSE’s composite index of all its listed

common stocks *VERB* *NUMBER* to *NUMBER* ), which are argued as being

useful for language generation.

An onerous method is proposed by Dias (2003), that generates continuous or

discontinuous candidate sequences within a 7-word window. These are still rigid,

because they follow the linear order in the text. Multiword units are identified among

these candidates by combining the association scores obtained, on the one hand, for

the sequence of words and, on the other hand, for the corresponding sequence of

POS tags. Those sequences of length n whose score is greater than the score of all

immediately subsuming and subsumed sequences (i.e., sequences of length n + 1 and

n− 1) are retained as valid units. The system implemented was successfully used for

extracting English trigrams, but failed for longer sequences (the precision reported is

very low, between 20% and 40%). Another serious limitation of this system is that it

cannot deal with large bodies of text because of the complexity of the approach.

A more linguistically motivated method is adopted by Daille (1994), who tackles

the problem of long compound nouns by enumerating the syntactic patterns defining

them, and by listing the operations that can lead to their formation from shorter parts

(juxtaposition, substitution, modification or coordination). As she acknowledges, it is

hard to tell these operations apart. For instance, the N1-A-P-N2 term réseau national

à satellites can be obtained either by substitution (in réseau à satellites, réseau is

replaced by réseau national), or by modification (réseau à satellites is modified by the

adjective national). Our approach takes the opposite direction: the relevant patterns

do not have to be known beforehand, since they do not guide the extraction; multi-

word collocations are found in an unconstrained way, based on the co-occurrence of

their already identified subparts in the text. The patterns can be inferred a posteriori

from the data extracted. It is indeed difficult to imagine a different process, given the
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multitude of syntactic configurations in which the participating items can be found

in a collocation; the long compound nouns that Daille deals with are, in comparison,

much more restricted from the point of view of syntax.

The (very few) methods that extract long candidates from syntactically parsed

text deal with specific types of trigrams, such as multi-word verbs containing a verb

and two particles, e.g., look forward to (Blaheta and Johnson, 2001), or A-N-V combi-

nations in German, like rote Zahlen schreiben (lit. red numbers write, ‘be in the red’)

(Zinsmeister and Heid, 2003). Both configurations correspond to particular sequences

of types that were also identified in the experiments run with our method (note that

the counterpart of A-N-V in our system is V-O, N-A).

More similar to our approach is the method of Kim et al. (1999; 2001) that

retrieves n-grams from Korean text by creating clusters of bigrams having similar

values for relative entropy and Dice coefficient. Since no syntactic criterion is used

for linking the bigrams, it is not clear whether the combinations obtained are indeed

grammatical, as suggested by examples that translate as white sneakers wear and

give birth to a child, or the items in the obtained sets just happen to co-occur in

the same sentence as a consequence of the fact that both measures rely heavily on

co-occurrence frequency.

5.2 Pattern Induction

5.2.1 Motivation

An issue that collocation extraction systems have to address from the very beginning is

the definition of the accepted POS combinations, because the quality of their results—

in particular, the coverage—depends crucially on this initial choice. In our case, since

the extraction is based on syntactic parsing, the question that we have to answer is

what syntactic configurations are adequate for describing collocations.

Quite often, extraction systems are only interested in a single configuration, like

V-O, P-N-V, or P-N-P (see the review in Section 3.4), or consider only the several

most representative configurations (Lin, 1998; Lin, 1999). As a matter of fact, the
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POS combinations or the syntactic configurations (which we call patterns in short)

are highly divergent from one system to another, as can be seen from the synoptic

view provided in Table 5.6.7 One reason for this high divergence is certainly the

lack of consensus in the morphosyntactic descriptions of collocations, as discussed in

Section 2.5.2.

A-N N-N N-P-N S-V V-O V-P V-P-N Adv-A V-Adv
(Benson et al., 1986a) X P = of X X X X X
(Hausmann, 1989) X X X X X X X
(Smadja, 1993) X X X X X X
(Basili et al., 1994) X X X X X
(Lin, 1998) X X X X
(Kilgarriff and Tugwell, 2001) X X X X X X
(Goldman et al., 2001) X X X X X X X

Table 5.6: Patterns used for collocations in the literature.

Some of the most representative patterns that are currently supported by our

extraction system are shown in Table 4.2. As mentioned in Section 4.3.1, the complete

list of patterns is actually longer, and is evolving as more and more data is inspected.

In our opinion, the definition of the collocationally relevant patterns cannot rely

exclusively on linguists’ intuition, but has to be supported by a corpus-based investiga-

tion of empirical data. This section presents an experiment aimed at the data-driven

acquisition of patterns in a semi-automatic way, that has been conducted on both

English and French text corpora. A brief report on this experiment can be found in

(Seretan, 2005).

5.2.2 The method

We address the problem of finding a set of collocationally relevant patterns that is

as exhaustive as possible by adopting a corpus-based approach. The identification

method consists of two main steps. In the first step, all the productive patterns in

7This table displays for (Benson et al., 1986a) only the lexical collocations listed in the preface
of the BBI dictionary. Also, the system of Smadja (1993) deals with the following additional types:
V-V, N-P, N-D. Similarly, Basili et al. (1994) state that about 20 patterns were used, while our
table displays only those that were explicitly mentioned in their publication.
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a language are detected, then in the second, the patterns judged as most interesting

are eventually retained.

More precisely, in the first step the method extracts collocations from the source

corpora by relaxing the syntactic constraints that apply to the candidate data. As

explained in Section 4.3.1, candidate pairs are identified, in our system, from partial

or complete parse trees built for the source sentences by the Fips parser. Several

constraints are imposed on these candidates, which have to be, first of all, syntacti-

cally bound, then must conform to a specific configuration from a set of predefined

configurations. For our purpose, we now only impose the syntactic criterion, and

consider any possible POS combination as relevant a priori. Given [XP L X R], a

syntactic structure built by Fips (refer to Section 4.2 for the relevant details), the set

of candidates is built by retaining all the combinations between the current head X,

and the heads of the left and right subconstituents L and R. The procedure continues

by collecting such pairs from the substructures L and R, recursively.

All the lexical categories considered by Fips are allowed, therefore the initial set

of patterns is very permissive. Each combination of two (not necessarily distinct)

categories is, in principle, allowed as collocationally relevant. However, some com-

binations, like P-V or N-Adv, are obviously impossible due to the grammar rules

defined in Fips.

In the second step of the method, the identified candidates are ranked using LLR.

The most salient pairs that correspond to the productive combinations undergo a

process of manual analysis, that decides the “interestingness” of each pattern and

therefore its inclusion in the actual list of patterns used by the extraction system.

5.2.3 Experimental results

Two different pattern induction experiments have been carried out using the method

described above on English and French corpora of newspaper articles. The English

corpus contains online articles from the journal “The Economist”, and the French data

belongs to the corpus “Le Monde” distributed by the Linguistic Data Consortium.8

8http://www.ldc.upenn.edu/
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Several extraction statistics are displayed in Table 5.7: the size of the source

corpora,9 the total number of pairs extracted, and the number of distinct pairs for

each language (rows 1–3).

Experimental data English French
words (approx.) 0.5 M 1.6 M
extracted pairs (tokens) 188527 748592
extracted pairs (types) 65853 171584
productive POS combinations 60 57

Table 5.7: Statistics for the pattern induction experiment.

The number of productive patterns found is shown in the last row of Table 5.7.

The results indicate that a high number of POS combinations are actually productive.

Some of these patterns contain very numerous pair instances (e.g., D-N, P-D, N-P,

P-N), others very few (Conj-N, V-Conj, V-V). Table 5.8 and Table 5.9 list some of

the new collocationally relevant patterns found for English and French, in addition

to those already used in our extraction system and that are shown in Table 4.2.

These new patterns are commonly ignored by extraction systems, since they in-

clude function words. In the BBI dictionary (Benson et al., 1986a), however, such

patterns are widely represented. They are called grammatical collocations, as opposed

to lexical collocations which are made up of open-class words. The preface of the dic-

tionary provides a classification of the grammatical patterns, identified by a series

of codes; the last column of Table 5.8 displays, for each pattern identified with our

method, the corresponding code in the BBI classification (if a match is found).

5.2.4 Related work

In the trade-off between precision and recall, extraction systems are confronted with

the problem of choosing an appropriate set of patterns that describe the type of pairs

sought. In order to increase the precision—and also the tractability—of systems,

combinations that include functional categories (e.g., D, P, Conj) are usually excluded

9Since the experiments are not comparative and were conducted independently, the two corpora
are of different sizes.
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Pattern Example BBI code BBI example
N-P decision on G1: N-P apathy towards
N-Conj recognition that G3: N-that agreement that
P-N under pressure G4: P-N in advance
A-P essential to G5: A-P angry at
A-Conj necessary for G7: A-that afraid that
V-Conj judge whether – –
Adv-Adv much more – –
Adv-P together with – –
Adv-Conj rather than – –
P-P from near – –

Table 5.8: Some interesting patterns discovered for English and their equivalents in
the BBI dictionary.

from the list of accepted patterns. But this choice leads to the failure of systems to

capture a whole range of collocational phenomena which, as advocated particularly

in (van der Wouden, 2001), are nonetheless important.

An exception is the work of Smadja (1993), which discusses the collocational rele-

vance of patterns like N-P (accordance with, advantage of, agreement on, allegations

of, anxiety about) and N-D (some people). Lexicographic interest in such patterns is

proven by the large amount of grammatical collocations listed in specific dictionaries

like BBI (Benson et al., 1986a).

We adhere to the view expressed by Fontenelle (1992) and van der Wouden (2001),

according to which lexical items of any category can show collocational effect. This

is why, in our attempt to induce patterns from data, we considered any possible POS

combination as relevant a priori. Then we further narrowed down the obtained set

of productive patterns (about 60 in English and in French) through an analysis of

the pair instances found, which led to the discovery of a relatively reduced number of

patterns (about 20 per language) that could indeed be useful for future extraction.

Part of the patterns found are combinations made up exclusively of closed-class

categories, plus adverbs (e.g., Adv-Adv, Adv-Conj, Conj-Adv, P-P, P-Adv). Em-

ploying these patterns in extraction is perhaps not useful, because, although highly

frequent, they would yield very few pair types, which can be exhaustively listed and
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Pattern Example
N-P précaution quant
N-Conj idée que
P-N sur mesure
A-P déterminé comme
A-Conj probable que
V-Conj faire ainsi que
Adv-Adv bien au contraire
Conj-Adv ou bien
Adv-Conj d’autant plus que
P-P jusque sur
P-Adv depuis longtemps

Table 5.9: Some interesting patterns discovered for French.

known in advance. On the contrary, the patterns that include an open class category

are very useful, as they permit the automatic discovery of the collocational properties

of a large number of words.

Pursuing the same goal of solving the problem of pattern definition, (Dias, 2003)

also proposes a data-driven approach, but one in which the relevant sequences of

POS tags are identified with an association measure called Mutual Expectation.10 As

this method is bound to the surface of the text, the patterns produced reflect the

order of words in the text; they are affected by dispersion and rigidity, and may be

ungrammatical. On the contrary, the patterns detected with our parse-based method

are independent of their textual order and are grammatically valid.

The method we proposed can be applied to any language supported by the parser

in order to detect collocationally relevant configurations of length two; these, in turn,

can be used in the extraction of longer collocations using the method presented in

Section 5.1. However, the full customization of our collocation extraction system for

a new language should also take into account factors such as differences in lexical

distribution across languages, because these are responsible for the performance of

10More precisely, multi-word units are then identified in (Dias, 2003) by (1) applying this measure
on both sequences of words and their POS tags, (2) combining their scores, and (3) retaining only
the local maxima candidates as valid, following the method briefly explained in Section 5.1.6.
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association measures when applied to a specific pattern. For instance, in French there

are fewer V-P pairs than in English, where they constitute phrasal verbs and verb-

particle constructions, therefore a measure that is suited to this pattern in English

might be less suited to it in French.11

5.3 Web-based extraction

5.3.1 Motivation

The third extension that enhances our extraction method relates to the replacement

of the source corpus with data retrieved from the Web with a search engine. The

motivating scenario is that often a user (e.g., a lexicographer, a language learner) or

an application is interested in the collocates of a specific word. One possible solution

is to search that word in the list of collocations extracted from an existing corpus.

This kind of search is possible, for instance, with the Sketch Engine (Kilgarriff et al.,

2004) that queries the BNC. But in the absence of corpora or of sufficient data for a

word, an alternative solution is to mine the Web for collocations with that word.

Researchers are nowadays making increasing use of the Web as an alternative

source of linguistic evidence. In several studies, Web co-occurrence frequencies have

already been used as indicators of word collocability. By comparing the number of

hits for two alternative expressions such as faire une question and poser une question,

it is possible to predict which variant is more plausible. For instance, the first com-

bination obtained around 23300 hits with Google on a search performed by the time

this manuscript was written,12 while the second, with approximately 2180000 hits, is

almost a hundred times more frequent and is therefore clearly preferred over the first.

The approach we propose is however different, because the real problem stands less

in comparing two alternative combinations (or in validating a single one), and more

in discovering the possible combinations, which are not known beforehand. The only

11In (Seretan and Wehrli, 2006b) we discuss in detail the problems a collocation extraction
system—not necessarily syntax-based—faces when ported from English to a new language with
richer a morphology and more flexible word order.

12http://www.google.com, search performed December 2007.
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element that is known to the user is the base of the collocation (for instance, in our

previous example, the noun question). What is required is the right collocate, that

is, the word that typically combines with the base word, and this is unpredictable for

the user (poser). Our method scans the contexts (or snippets) retrieved by a search

engine for the base word, in order to find collocates that are in a specific syntactic

relation with that word. This method is introduced in (Seretan et al., 2004c).

5.3.2 Identifying collocations from Web data

The Google search engine provides a programming toolkit (the Google Web APIs)

for the parametrizable search of its indexed pages. A query can specify the word(s)

sought, the language of the documents to be retrieved, and the desired number of

results. The format of query results is illustrated in Example (6). The word sought,

the noun comparison, is highlighted by the search engine with HTML bold tags (<b>)

in the context of the matched document (shown in the field Snippet).

(6) [

URL = “http://swz.salary.com/costoflivingwizard/layoutscripts/coll start.asp”

Title = “Salary.com’s Cost of Living Wizard Tool”

Snippet = “Salary.com’s cost-of-living calculator will compare living-cost indexes and

salary <br> differentials to help you make an informed <b>comparison</b>. <b>...</b>”

Directory Category = {SE=“”, FVN=“”}

Directory Title = “”

Summary = “”

Cached Size = “116k”

Related information present = true

Host Name = “”

]

The Web-based collocation extraction method that we implemented proceeds as

follows. In the first step, the snippets are extracted from the query results and are

cleaned, so that unwanted elements (such as HTML tags) are removed. Also, those
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snippets that do not contain the query word are eliminated.13 The URL of the source

document is listed next to each clean snippet for reference. The format obtained is

shown in Example (7).

(7) “Salary.com’s cost-of-living calculator will compare living-cost indexes and salary

differentials to help you make an informed comparison. ...”

(http://swz.salary.com/costoflivingwizard/layoutscripts/coll start.asp)

This step allows a small corpus to be built for the base word chosen, which is likely

to contain useful collocational information. For instance, the snippet above contains

two potential collocates of the noun comparison: the verb make and the adjective

informed.

In the second step, this mini-corpus is parsed with Fips and collocation candidates

are identified, then ranked according to the LLR measure by employing the extraction

method described in Section 4.3. Finally, the syntactically related pairs of words

thus obtained are filtered, so that only combinations with the base word having the

requested syntactic types are displayed to the user, in the order given by the LLR

score or by their frequency in the mini-corpus created.

The concordance tool (described in Section 6.3) is then used to display, one by

one, the snippets containing a selected collocation. If interested in a larger context,

the user can access the source document by clicking on the link displayed next to the

snippet, as in Example (7).

The number of retrieved collocates depends, obviously, on the desired number of

matches for a query. The experiments run showed that interesting results can be ob-

tained even from a relatively small number of snippets (such as 100 or 200), although

a larger input would certainly help to increase the performance of the association

measure employed.14

The method implemented can also iteratively process a list of words, rather than

a single word. Unfortunately, it cannot be used on a large scale, because the search

13Google may return a matching document even if the word sought is not actually found in the
text body, but appears in the HTML title of that document.

14LLR is argued to have an acceptable performance on low-frequency data anyway (Section 3.2.4).
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engine currently limits the number of queries that can be performed on a daily basis

by a user (who is identified with a client key).

5.3.3 Sample results

To illustrate the potential of this method to discover collocations from the Web, we

display the V-O and A-N pairs retrieved for the base word argument from a mini-

corpus created from 1000 Web snippets. Since no frequency filter is applied by the

method, many of the collocates proposed shown are actually hapaxes (i.e., single

occurrences).

(8) a. verb-object: analyse, answer, assert, associate, attempt, attend, base, be,

call, define, describe, design, develop, devise, dismiss, do, enjoy, exam-

ine, find, have, know, make, offer, organize, plot, position, present, put,

read, reconstruct, refer, refute, represent, require, revise, seek, set, share,

sketch, state, strengthen, study, take, understand, use, win, write;

b. adjective-noun: a priori, actual, aesthetic, apparent, Aristotelian, big,

Chinese, circular, classical, combinatorial, common, complicated, compu-

tational, corresponding, decent, different, economic, emotional, empiric,

English, erroneous, existing, explicit, external, false, final, first, flawed,

following, formal, French, good, heuristic, huge, implicit, intelligent, in-

teresting, knock-down, last, lexical, linear, linguistic, logical, main, medi-

ate, necessary, nice, old, opening, oral, original, parse, pernicious, persua-

sive, philosophical, possible, private, public, religious, respective, second,

sign, simple, single, slippery, sound, standard, strong, technical, teleolog-

ical, thought-provoking, tired, unique, universal, unpopular, unresolved,

unsigned, valid, weak, weighty, worthwhile.

Apart from a few exceptions, i.e., Chinese argument and slippery argument that

constitute parsing errors due to wrong attachments (the source expressions being

Searle’s Chinese room argument and slippery slope argument, respectively), the pairs
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retrieved are valid collocation candidates; moreover, as can be observed, a high pro-

portion of these might be of lexicographic interest.

Table 5.10 provides a comparative view of the collocates discovered from the Web

and those listed in the BBI dictionary (Benson et al., 1986a) for a different base word,

the noun approach; the syntactic types shown here are V-O and A-N. The Web-based

extraction involved 1000 snippets. The collocates displayed here represent only a

selection of the total results, which count 58 V-O pair types and 91 A-N pair types

with this noun.

Type BBI Web
V-O make, take adapt, adopt, apply, base, build, design,

develop, follow, found, implement, of-
fer, provide, pursue, take, use

A-N audio-visual, careful, cautious, con-
servative, creative, direct, down-to-
earth, easy-going, forthright, fresh,
hard-nosed, holistic, indirect, inflexi-
ble, innovative, judicious, new, no-
nonsense, novel, objective, oral-aural,
pragmatic, rational, realistic, scholarly,
scientific, simplistic, uncompromis-
ing, unrealistic

alternative, balanced, base, basic, com-
mon, complementary, comprehensive,
different, distinctive, eclectic, effective,
empirical, experimental, fresh, gen-
eral, innovative, integrate, interdis-
ciplinary, logical, modular, multidisci-
plinary, new, novel, oriented, practi-
cal, precautionary, principled, reliable,
right, robust, scientific, simple, stan-
dard, statistical, straightforward, suc-
cessful, systematic, technical, theoretic,
traditional, true, uncommon, unique

Table 5.10: BBI collocates and Web collocates for the noun approach (common items
are marked in bold).

5.3.4 Related work

The Web is a rich, constantly-available, and ever-evolving resource that is now in-

creasingly used for linguistic inquiries, as can be seen from reviews like (Volk, 2002;

Lüdeling et al., 2007; Kilgarriff and Grefenstette, 2003). As far as work related to

collocations is concerned, Web co-occurrences hits have already been used by Pearce
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(2001a) for discriminating between synonymic combinations, in order to find out

which of these is more likely to form a collocation (as in the example discussed in

Section 5.3.1). Similarly, Zaiu Inkpen and Hirst (2002) applied the MI association

measure on frequencies obtained from the Web in order to validate bigrams that were

previously extracted from the BNC. The Web frequency information may be criticized

for being unreliable, since the counts obtained for a pair might include numerous cases

in which the words are actually unrelated15 or have unwanted categories. However,

a recent study showed that Web frequencies correlate well with human plausibility

judgments, at least as far as A-N, N-N, and V-O pairs are concerned (Keller and

Lapata, 2003).

In the work cited above (Pearce, 2001a; Zaiu Inkpen and Hirst, 2002), it is assumed

that the combinations tested are known in advance. Our method focuses, on the

contrary, on mining possible collocates from Web contexts when only the base words

are known. The syntactic preprocessing of the retrieved contexts is essential for the

success of this task, as it enables our method to retrieve relevant results from a limited

amount of text, in which collocation candidates have a low frequency. In addition,

the pairs discovered are grammatical and can easily be filtered according to syntactic

type, as the user is presumably interested in a particular type of syntactic relation.

A similar approach motivates the Linguist’s Search Engine (LSE) (Resnik and

Elkiss, 2005), that provides a syntactic-based search on corpora built from the Web.

Matched documents are downloaded, parsed and annotated, then they are indexed

for future searches. The LSE query system, based on syntactic structures, is very

powerful. But the whole process is much more time-consuming than our more spe-

cialised method, which only downloads and parses the matched contexts. Another

advantage of our method is that it returns all the syntactic variants of a collocation

in a single search.

Another Web-based tool that allows the discovery of word collocates, but with-

out relying on syntax, is WebCorp.16 The Web contexts retrieved with the selected

search engine for a given word are analysed and co-occurrence tables are produced,

15For instance, the items of the pair faire question co-occur accidentally in the following snippet:
L’Ecole obligatoire : Pourquoi faire ? Une question trop souvent éludée.

16http://www.webcorp.org.uk/ (accessed December, 2007).
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which show the most frequent words in the surrounding positions.17 As expected, the

function words dominate the lists of the collocates proposed.

5.4 Summary

This chapter addressed several issues that have been largely ignored in previous collo-

cation extraction work. The first issue is related to the length of collocations. Binary

collocations like those whose extraction was discussed in the preceding chapters are

only one facet of the phenomenon of word collocability as described by theoretical

studies (see Chapter 2). Collocations may consist of an arbitrary number of words.

As a matter of fact, some of the previously identified binary collocations were found to

occur significantly in text in combination with other collocations. By relying on the

concept of ‘collocation of collocations’, we extended the extraction method presented

in Chapter 4 to cope with combinations of arbitrary length. The identification of

longer collocations is particulary necessary in cases where the corresponding subparts

do not constitute collocations by themselves, but only fragments of longer colloca-

tions; the problem of fragments is well-known in related fields such as terminology

extraction.

A second issue dealt with in this chapter was the problem of deciding which syntac-

tic patterns must be used for collocation extraction in a given language (this problem

is also faced by extraction approaches which are not based on syntax, since here the

set of allowed POS combinations has to be defined as well). Generally chosen in an

arbitrary way, the predefined patterns used in extraction are nonetheless essential

for the quality of results. In the tradeoff between precision and recall, functional

categories are usually disregarded in existing extraction work. Combinations with

17The following collocates were found by WebCorp for the word argument with a query executed
December, 2007: Top external collocates of “argument”: the, of, is, a, to, that, an, in, for, and,
The, be, as, this, not, it, argument, or, I, with; Key Phrases: the argument, an argument, Invalid
argument, ontological argument, this argument, of argument, The argument, first argument, taxpayer
argument, hole argument, that argument, argument is, argument that, argument supplied, argument
to, argument and, argument in, argument for, argument was, argument of, argument or, argument
I. At the time this query was run, the option internal collocates intended for wildcard searches, e.g.,
“to * an argument” or “a * argument”, was not working.
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closed-class words were found, however, to constitute an important part of the new

patterns discovered for English and French by the semi-automatic method proposed,

which infers collocationally relevant patterns in a data-driven fashion.

A third enhancement of our method is related to the Web-based search for collo-

cates of a given word, proposed as a solution to the absence of static corpora, as well

as to the lack of sufficient information about the word in these corpora. There is a

growing awareness in the research community of the potential constituted by the Web

as a source of linguistic data, as witnessed by the series of workshops dedicated to this

topic.18 In our Web-based collocation extraction method, a mini-corpus is instantly

built for the investigated word from the text snippets retrieved by the Google Web

APIs. This corpus is then processed using the extraction method based on parsing.

The experiments carried out showed that competitive results can be obtained from

resources of limited size, like those built from several hundreds of snippets.

In all the implemented extensions, considerable leverage is gained from the syn-

tactic analysis of the input text. This helps in abstracting away from the surface

text realization of collocation candidates, enables the convenient grouping of multi-

ple instances belonging to the same type, and permits the retrieval of discontinuous

instances of the more flexible collocation types.

18E.g., the Web-as-a-corpus workshops endorsed by the SIGWAC, Special Interest Group of the
Association for Computational Linguistics (ACL) on Web as Corpus.



Chapter 6

Collocation Extraction and

Visualisation Tool

This chapter presents a system dedicated to the extraction of collocations from cor-

pora, which is based on the methodology described in the preceding chapters. The

system’s full documentation and user guide are available as stand-alone documents,

not included in this manuscript due to their size. A preliminary version of the system

has been described in (Seretan et al., 2004b). This chapter provides an updated,

synthesised description of the system, as well as additional details where necessary.

It also presents an application of this tool in the task of collocation translation.

6.1 Introduction

The work described in this thesis originates in a research project with practical mo-

tivations, which brought together the Language Technology Laboratory of the Uni-

versity of Geneva and the Division of Linguistic Services and Documentation of the

World Trade Organisation (WTO).

In the multilingual environment specific to international organisations such as the

WTO, the recognition of the specific expressions used to refer to key concepts during

a negotiation process, as well as their consistent translation in other languages, play a

crucial role in the success of that negotiation. Therefore, the automatic identification

155
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of collocations in corpora has an immediate application to the work of terminologists

and translators of such institutions.

The project’s goal was to help them inventory typical expressions in a collection of

documents in a given language, and their equivalents in other languages. In particular,

the project aimed at building a tool for the automatic acquisition of collocations

from the WTO text archives in French and English. This tool had to enable the

visualisation of the extracted collocations in the source context, and to find, via

text alignment, the counterpart of this context in the target documents, whenever

a translation of the source document exists.1 It also had to be easy to integrate in

the translators’ workbench, and was therefore customised, to a certain extent, for the

specific needs of these translators.

6.2 General description

The tool I developed is an integrated system for multilingual collocation extraction,

visualisation in parallel corpora via sentence alignment, and management of a collo-

cational database functioning like a translation memory. It was designed as an aid for

human translators wanting to exploit their translation archives in future translations,

but can also be used by lexicographers, second language learners, or—as shown in

Section 6.5—by NLP applications.

The system has the following capabilities:

1. selection of the documents to be processed (source corpus) based on the recur-

sive scanning of a file directory structure and on the application of multiple

criteria (involving, for instance, the directory and file name, the file type, the

file’s last modification date), optionally complemented by a manual selection of

files.

2. accurate collocation extraction from text corpora in multiple languages, based

on the syntactic analysis of input text produced by the multilingual parser

Fips (Laenzlinger and Wehrli, 1991; Wehrli, 2007) (described in Section 4.2).

1Each WTO document typically exists in 3 versions corresponding to the WTO official languages,
English, French, and Spanish.
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The languages that are currently supported are French, English, Spanish, and

Italian.2 Collocations of a wide range of syntactic types are identified by using

the extraction methodology presented in Chapters 4 and 5. They may consist

of two or more lexemes that are not necessarily contiguous in the text.3 The

collocation strength can be assessed by using any of the association measures

implemented, which are listed in Appendix L.

3. a concordancing functionality that enables the visualisation of extracted collo-

cations in the source documents, by automatically scrolling the document to the

source sentence and highlighting both the sentence and the current collocation

within it.

4. an alignment functionality that retrieves the corresponding sentence in the tar-

get documents, thus helping the user to see how a given collocation has been

previously translated in a certain context.

5. a filtering functionality allowing the user to specify which collocations should

be visualized, depending on their syntactic type, corpus frequency, collocation

score, etc.

6. functionalities dedicated to the export of manually validated collocations into

monolingual and bilingual databases that store relevant information with each

entry, including text samples for the source and target contexts.

A complementary functionality of the system is the Web-based extraction of col-

locates for a given word, using the method described in Section 5.3.

6.3 Detailed description

The system is implemented in Component Pascal under BlackBox Component Builder

IDE,4 just as the syntactic parser Fips, on which it relies. It makes an extensive use

2At the time this project was carried out, Spanish was not yet supported by the Fips parser, and
therefore was only considered as a target language.

3Recall from Section 1.2 that we use the term multi-word collocation to refer to collocations made
up of strictly more than two lexemes.

4BlackBox is developed by Oberon Microsystems (http://www.oberon.ch). A peculiarity of this
development environment is the ease of editing graphical user interfaces components, which turned
into a big advantage for our system, since data visualisation plays a major role.
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of the SQL database query language in order to store the extraction results, compute

the collocation scores, filter the data that will be displayed, etc.

The architecture of the system is mainly pipelined, the execution flow typically

following the order in which the main components—corresponding, basically, to the

functionalities mentioned in the previous section—are described below. However,

there are no restrictions to the order in which the various components can be used,

since the extracted and validated results can be stored between sessions for later

visualisation.5

1. Selection of source files The source corpus used in an extraction session is

specified by selecting the folder which contains the desired files and, optionally, by

applying a filter on its content, based on the file location (inclusion or exclusion of the

subfolders; exclusion of subfolders having a specific name), file name (it must contain

a given string of characters), file type (it must belong to a list of allowed types),6

last modification date (from date1 to date2; in the last n days). In addition, the

selection can be further narrowed manually, the user being able to select or deselect

items in the first level of the source folder with a mouse click or by using standard

selection commands (check all; uncheck all; invert selection).

2. Processing of source files This is the main component of the system, which

controls the extraction process. The number of files that can be processed is virtually

unlimited. The selected files are processed one by one, and the results—the collocation

candidates identified by parsing—are accumulated either in a database or in a text

file; as an option, they can also be stored in a destination folder whose structure

mirrors the structure of the source folder. At the end of the extraction process,

several processing statistics are computed for the source corpus that are derived from

parsing information (e.g., the total number of tokens, sentences, sentences with a

complete parse), and the identified candidates are ranked according to the chosen

association measure (by default, LLR). Multi-word collocations are not extracted at

5Most of the user options are also kept between sessions (e.g., the corpus selection parameters).
6The system supports all the file formats that can be currently imported by BlackBox (e.g., odc

- Oberon document, txt, htm, html - text, rtf - rich text format, utf - Unicode).
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this stage, but only later depending on the visualisation options set by the user (see

the concordancing component).

3. Collocation filter This component specifies the results that are to be displayed

in the visualisation interfaces (concordance and alignment interfaces). The extracted

collocations can be filtered according to several criteria: syntactic type (the user can

select one or more types from a list that is automatically built from the database

containing the extracted collocations), collocation score (from score1 to score2),

corpus frequency (from freq1 to freq2),7 or collocation keywords (in this manner,

the user can search for collocations containing a specific word). Moreover, the user can

specify the range of results to display (from rank1 to rank2), according to the order

given by the collocation score or by the corpus frequency. The range restrictions

can be applied both to collocation types and to collocation instances. In the case

of multi-word collocations, the implementation of the filtering features is currently

limited to the corpus frequency and the syntactic type.8

4. Concordancing This component is responsible for the visualisation of extrac-

tion results according to the selection made by the user. The (filtered) list of col-

locations is displayed on the left handside on the concordance interface, and can be

ordered by score, by frequency in the corpus, or alphabetically. On the right hand-

side, a text panel displays the context of the currently selected collocation in the

source document. The whole content of the document is accessible, and is automati-

cally scrolled to the current collocation; this collocation and the sentence in which it

occurs are highlighted with different colors.

Each item in the list represents a collocation type; its corresponding instances are

read from the database when the user clicks on it. The right panel automatically

displays the first instance, then the user has the possibility to navigate through all

the instances using the standard browsing arrows (<< - first, < - previous, > -

7The user is not required to know the actual maximal values; the corresponding fields can be left
blank and these values will be retrieved by the system.

8More precisely, the syntactic filter takes into account the POS categories in a multi-word collo-
cation, rather than the syntactic types of the participating bigrams.
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next, >> - last), and to skip to a given instance by entering its order number.

The visualisation interface also displays information about the rank of the currently

selected collocation, its syntactic type, its score, and its status relative to the parser’s

lexicon (new collocation, or collocation in lexicon). The user can easily switch to a

different source language in order to load the collocations extracted for that language,

if these were stored in the same database.

The concordance interface for displaying multi-word collocations has similar fea-

tures. In addition, the user can select the length of collocations to display. Multi-word

collocations are then obtained from the previously-extracted binary collocations by

using the method described in Section 5.1.9

5. Alignment When parallel corpora are available, the target sentence containing

the counterpart of the source sentence can be detected and displayed in the align-

ment interface below the source sentence. The user selects the target language from

a list of languages,10 and specifies the path of the target corpus and the filename

transformation rule needed to determine the filename of the target document (i.e., of

the translation) from the filename of the source document.11 Once the target file is

found, the sentence that is likely to be the translation of the source sentence is iden-

tified using the sentence alignment method which will be presented in Section 6.4.

The alignment component works for both for binary collocations and for multi-word

collocations.

6. Validation This component provides functionalities that allow the user to create

and maintain a list of manually validated collocations from the collocations visualised

9Currently, the maximum length allowed is 5, since the procedure that extracts collocations of
higher arity is not fully automated.

10This list can be easily customised by editing a text file.
11Such rules assume that the source folder and the target folder have the same structure, and

that the target filename can be obtained from the source filename by replacing the prefix and/or the
suffix of the filename (which are assumed to be variable across languages), while keeping the middle
part and the file extension constant (e.g., 35.1.001E.txt can be obtained from 35.1.001F.txt by
replacing the suffix F with E). The same assumption is made in similar systems such as TransSearch,
except that files are manually renamed in a corpus preprocessing stage (Macklovitch et al., 2000).
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with the concordance and the alignment interfaces. An entry contains basic infor-

mation about a collocation (such as the collocation keywords, lexeme indexes for the

participating items, syntactic type, score and corpus frequency). A monolingual entry

may also contain the source sentence of the currently visualised instance, which pro-

vides a naturally-occurring usage sample for the collocation. A bilingual entry stores,

in addition, the target sentence found via alignment and the translation proposed for

the collocation: the translation can be manually retrieved by the user from the tar-

get sentence. Additional information related to the currently visualized collocation

instance is stored (namely, the name of the source and target file, the file position

of the collocation’s items in the source and target files, and the file position of the

source and target sentences). Most of this information is automatically (and some-

times, tacitly) filled-in by the system. The entries in the list of collocations validated

in a session can be updated, deleted, or saved—completely or in part—by the user in

a monolingual and in a bilingual database.12

Appendix M presents several screen captures for the components described above.

6.4 Sentence alignment

The sentence alignment method used by our extraction system was designed specifi-

cally for the needs of this system. Its main distinguishing feature is that it computes a

partial, on-the-fly alignment for the source sentence of the collocation instance which

is selected by the user in the visualisation interface.

Given the source file and the file position of one of the items in a collocation, it

retrieves the target file13 and determines the file position of the beginning and the

end of the target sentence (i.e., the sentence that is likely to represent the translation

of the source sentence in the target language). This output is used directly by the

system for displaying the target sentence and is not saved in any way. Since the

12The validation component could easily be adapted to the task of collocation annotation carried
out in the evaluation experiments described in Section 4.4 by simply adding a new field to the entry,
standing for the label associated with a collocation.

13The retrieval of the target document is based on the target folder path and on the filename
transformation rules specified by the user, as discussed in the previous section.
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procedure is robust, it requires no pre-processing of the files. It is very fast and

enables the instant visualisation of the target text on the alignment interface.

The alignment is first performed at the paragraph level as described below. The

alignment of sentences inside the aligned paragraphs simply assumes a 1:1 match

(which, even if not always borne out in practice, is acceptable for the goal of visualising

collocations in context in the larger document body).

The rest of this section presents the paragraph alignment method that was imple-

mented. The strategy followed is to choose an initial target paragraph candidate, then

to optimize this choice by taking into consideration the relative sizes of neighbouring

paragraphs, as well as, to a limited extent, lexical clues.

The choice of the first paragraph (called pivot) is based on the file position relative

to the file size, by assuming that the positions of the source and target paragraphs

inside the corresponding documents are correlated (see Equation 6.1). Given the

input position possource, the pivot is identified as the paragraph found at the position

postarget in the target file.

possource

lengthsource

≈ postarget

lengthtarget

(6.1)

This initial choice is further refined locally. Let A be the set of paragraphs around

the pivot, identified by their order numbers: A = {pivot - offset, ..., pivot + offset},
where pivot is the order number for the pivot and offset defines the size of the search

space (i.e., there are offset paragraphs before and after the pivot). The target para-

graph (hereafter, TP) is chosen among the paragraphs in A so that its context is

most similar to the context of the source paragraph (SP), with respect to the size of

paragraphs in characters.

The graphical representation provided in Figure 6.1 suggests the manner in which

the method works, by trying to match the size configuration for the context of SP

with a compatible configuration in the target text, as if sliding the context over the

space around the pivot in order to find the position where it fits best.

Let s be the paragraph size vector for the source context, which includes c para-

graphs before and after SP (the length of s is 2c + 1). Let ta be the corresponding
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Figure 6.1: Alignment of source and target paragraphs by searching the best match
of the context around a pivot.

vector for the target context, with a an index over A (ta has the same length as

s). The compatibility between the source and target contexts, s and ta, is measured

with the distance formula shown in Equation 6.2, which takes into account the size

proportions of adjacent paragraphs.

dist(s, ta) =
2c∑

i=1

∣∣∣∣ si

si+1

− tai

tai+1

∣∣∣∣ (6.2)

Finally, TP is identified as the argument a that minimizes this distance:

TP = argmin
a∈A

dist(s, ta) (6.3)

The assumption made by this method is that the size proportion for two adjacent

paragraphs is the same in both the source and the target languages.14 The default

value for both offset and c is 5, i.e., TP is sought at a maximum distance of 5

paragraphs from the pivot, by taking into account the size of the 5 preceding and 5

following paragraphs.

After this size-based identification of TP, the match is further validated by a

limited analysis of the paragraphs’ content, which takes into account the paragraph

numbering: the source and target context must have similar numberings.

The alignment method attained an average precision of 90.9% when evaluated

on a test set of 800 randomly-chosen sentence alignments obtained on the WTO

14Related work on text alignment assumes a correlation between single source and target para-
graphs only (Gale and Church, 1993).
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corpora for different pairs of languages (French-English, French-Spanish, English-

French, and English-Spanish). These corpora are relatively complex, as they contain

noisy elements (such as tables), differently-segmented paragraphs and section titles,

or deletions of paragraphs.15

6.5 Application to collocation translation

The tool described has been successfully used in the task of automatically finding a

translation for the extracted collocations (Seretan and Wehrli, 2007). More precisely,

the algorithm attempts to locate the translation equivalent of a given collocation in

the existing translations, and it does so by using some of the components described

in the previous sections.

The strategy used is the following. First, a limited number of corpus sentences

in the source language is retrieved for the source collocation, based on its corpus

instances detected during extraction. The alignment component is then used for

finding, for each source sentence, the corresponding target sentence in the desired

target language for which a parallel corpus is available. The target mini-corpus thus

obtained is parsed, and collocations are extracted from it using the same method

that was applied to the source corpus. Finally, a process of collocation matching

takes place, which tries to find, among the extracted collocations, the one that is

likely to represent a valid target collocation (that is, a potential translation of the

source collocation).

The matching is performed by applying a series of filters on the extracted pairs

that gradually reduce their number until a single item is retained, which will be

proposed as the target collocation:

• a syntactic filter, which retains only the pairs having a compatible syntactic

type. For the time being, the target type allowed is the source type, as it is

15State-of-the-art aligners produce almost-perfect results on “normal” texts that match at struc-
tural level (98.5%), but their precision degrades sharply on texts with missing fragments (Véronis
and Langlais, 2000). As can be inferred from the figure provided in (Véronis and Langlais, 2000,
378), the average precision for the evaluated systems is around 65%.



6.5. APPLICATION TO COLLOCATION TRANSLATION 165

assumed that collocations preserve their syntactic type across languages (e.g.,

a verb-object collocation in French corresponds to a verb-object collocation in

English, and so on). Although this assumption is too strong, related work has

shown that it holds in the majority of cases (Lü and Zhou, 2004). In the future,

however, a list of target types could be allowed, provided that syntactic type

correspondences would be defined for a given pair of languages to account for

differences in the collocation configurations.

• an optional lexical filter, whose application depends on the availability of bilin-

gual dictionaries, and which further reduces the set of candidate translations

by choosing only those pairs that contain specific words. This filter is based

on the base-collocate dichotomy in collocations, and assumes that the base

(i.e., the semantic head of the collocation) preserves its meaning across lan-

guages, while the collocate does not. For instance, when the French collocation

gagner argent is translated into English, the base translates literally (argent -

money), but the collocate changes (gagner - make; compare make money with

*win money, which is an anti-collocation16). The algorithm therefore identifies

the base word of the source collocation depending on its syntactic type, then

searches for translations of that word in the dictionary, and selects the pairs

containing the translations found.

• a frequency filter, which chooses among the remaining pairs the most frequent

one, which is returned by the algorithm as the translation of the source colloca-

tion. Since the target mini-corpus is specific to the current source collocation,

the frequency of pairs in this corpus is a good indicator for the target collocation.

In case of tied frequency values, no translation is proposed (the experiments run

have shown that the inclusion of all of the top pairs affects the precision of the

algorithm).

The results obtained for the translation of the top 500 verb-object collocations

extracted from English, French, Spanish and Italian corpora part of Europarl (Koehn,

16Term introduced by Pearce (2001a).
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French-English English-French
accomplir progrès - make progress breathe life - donner vie
accorder importance - attach importance bridge gap - combler lacune
accuser retard - experience delay broach subject - aborder sujet
atteindre but - achieve goal devote attention - accorder attention
combler fossé - bridge gap draw conclusion - tirer conclusion
commettre erreur - make mistake draw distinction - établir distinction
consentir effort - make effort draw list - dresser liste
constituer menace - pose threat face challenge - relever défi
demander asile - seek asylum foot bill - payer facture
donner avis - issue advice fulfil criterion - remplir critère
effectuer visite - pay visit give example - citer exemple
établir distinction - draw distinction give support - apporter soutien
exercer pression - put pressure have difficulty - éprouver difficulté
faire pas - take step have reservation - émettre réserve
fixer objectif - set objective hold discussion - avoir discussion
jeter base - establish basis hold presidency - assurer présidence
lancer appel - make appeal learn lesson - tirer leçon
lever obstacle - remove obstacle lend support - apporter soutien
mener débat - hold debate make effort - déployer effort
mener discussion - have discussion make sense - avoir sense
opérer distinction - draw distinction pose threat - constituer menace
porter fruit - bear fruit reach compromise - trouver compromis
poser question - ask question reap benefit - récolter fruit
prendre distance - keep distance run risk - courir risque
prononcer discours - make speech set precedent - créer précédent
remplir condition - meet condition shoulder responsibility - assumer responsabilité
remporter succès - have success strike balance - trouver équilibre
rendre hommage - pay tribute take place - avoir lieu
respecter principe - uphold principle take stand - prendre position
traiter question - address issue wage war - faire guerre

Table 6.1: Selected translation results, with non-literal collocate equivalent.
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2005) showed an average precision of 89.9% and a coverage17 of 70.9% (the total

number of pairs evaluated being 4000). The translation has been done for each of

the 12 possible language pairs. Table 6.1 lists some of the translations obtained for

2 language pairs, French-English and English-French. Randomly-sampled results for

more language pairs are presented in (Seretan and Wehrli, 2007).

In this experiment, a relatively small number of instances was used for each col-

location (50 or less, depending on availability), as that proved to be sufficient for

finding a translation. There was no marked difference in precision among the collo-

cations with a high, medium, or low frequency (i.e., between collocations with 31–50

instances, 16-30 instances, and 1-15 instances), as can be seen in Table 6.2 taken

from (Seretan and Wehrli, 2007). The translation coverage was, however, affected

by the decrease in frequency. It was also found that the impact of the dictionary is

reduced, the translation method producing good results even in the absence of bilin-

gual dictionaries (note that monolingual dictionaries are, however, at the heart of

our extraction methodology). The average precision for the language pairs for which

a bilingual dictionary was used is 92.9%; for the others, 84.5%. The difference in

coverage is even lower (71.7% vs. 69.5%).

Language pair Precision Coverage Dictionary
All 31–50 16–30 1–15 All 31–50 16–30 1–15

English-French 94.1 95.6 93.3 89.8 71.4 75.8 70.7 58.3 +
English-Italian 85.8 86.2 89.3 75.7 64.8 75.5 57.1 44.0 -
French-English 92.8 94.7 89.3 92.7 72.2 80.0 65.5 59.4 +
French-Italian 92.8 91.8 96.5 87.8 72.2 79.6 66.1 59.4 +
French-Spanish 90.9 92.0 90.9 85.7 75.0 81.5 70.8 60.9 +
Italian-English 82.4 87.6 75.2 74.1 63.6 72.9 58.3 41.5 -
Italian-French 94.1 97.0 88.9 93.1 67.8 79.2 60.0 44.6 +
Italian-Spanish 85.3 89.5 80.0 77.8 80.0 89.8 75.0 55.4 -

Average 89.8 91.8 87.9 84.6 70.9 79.3 65.4 53.0

Table 6.2: Evaluation results (for the whole translation sets and for different frequency
intervals).

Despite its simplicity, the collocation translation method described above pro-

duced state-of-the-art results in the task of identifying translation equivalents for

17The coverage was measured as the ratio of collocation pairs for which a translation was proposed.
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collocations from parallel corpora, as will be seen from the comparison with the re-

lated work provided in the next section.

6.6 Related work

Tools that, like ours, enrich the translators’ workbench by harnessing existing transla-

tions represent “a new generation of translation support tools” (Isabelle et al., 1993).

Among the existing sentence-based bilingual concordancers that help the user identify

past translations of a given piece of text, the ones that are most similar to our tool

are TransSearch (Isabelle et al., 1993) and Termight (Dagan and Church, 1994).

In TransSearch (Isabelle et al., 1993), parallel documents are first aligned at sen-

tence level, then indexed so that they can be searched for specific word forms or for

lemmas occurring either in the source text, in the target text, or in both at once.

Unlike our tool, TransSearch does not have a collocation extraction capability; still,

it can be used for searching pairs of words co-occurring in a delimited text span.18

Other differences with our system relate to the search mechanism: our tool performs

a lemma-based search for items in a collocational relationship and identifies inflected

forms and inversions by default; and to the alignment of texts: while in TransSearch

complete alignments are computed beforehand, in our system the alignment is done

on-the-fly when the user visualises a sentence, and only for that sentence.

Termight (Dagan and Church, 1994) is more similar to our tool in terms of func-

tionalities, as it provides both a list of extracted terms and bilingual concordances for

them. The system also proposes a list of potential translations for each term, identified

using a word alignment algorithm. The difference with our system is, mainly, in the

type of expressions dealt with: noun-phrase terms vs. collocations. The translation

method is specific to this kind of rigid expressions, and consists of simply considering

the sequence of words delimited by the alignments of the first and last word in an

NP. The precision obtained on a test set of 192 English-German correspondences was

40% when the most frequent translation was considered, and 47% when the two most

frequent translations were taken into account.

18In the current system version, the maximum allowed distance is 25 characters.
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Other translation work based on parallel corpora has been carried out, for in-

stance, in (Kupiec, 1993) and (van der Eijk, 1993). Like Termight, these methods

identify noun phrase correspondences between two languages. In the first method

(Kupiec, 1993), the mapping is done using expectation-maximization, an iterative

re-estimation algorithm. The precision reported is 90% for the highest ranked 100

translations obtained from English-French data from the Hansard parallel corpus.

The second method (van der Eijk, 1993) takes into account, just as our method

does, the frequency of a term in the target mini-corpus, but also its global frequency

in the whole target corpus and its expected position within the target sentence. Tested

on 100 randomly chosen translations from Dutch into English, it obtained a precision

of 68%.

Champollion (Smadja et al., 1996) is the first proper collocation translator. This

system, built around Xtract (Smadja, 1993), deals with both rigid and flexible collo-

cations in English, for which it detects a translation in the aligned French sentences

from the Hansard corpus with the help of a statistical correlation metric, the Dice co-

efficient. The method requires an additional post-processing step in which the order of

words in a flexible collocation is decided, given that no syntactic analysis is performed

on the target side. The system has been evaluated by three annotators and showed

a precision of 77% and 61%, respectively, on two different test sets of 300 colloca-

tions each (these collocations were randomly selected among the medium-frequency

results).

We presume that the improvement obtained by our method over the methods

cited above is mainly due to the quality of syntactic information that is available for

both the source and target documents.

As for the sentence alignment method implemented for our tool, it is in principle

similar to existing work that relies on the size correlation between the source and

target text segments, expressed either in characters (Gale and Church, 1993) or in

words (Brown et al., 1991a). Unlike methods like (Simard et al., 1992; Kay and

Röscheisen, 1993; Chen, 1993), it does not rely on lexical information other than the

paragraph numbering (if any). It is a much lighter-weight method that was built

specifically for the purpose of easy integration within our tool, and its originality
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stems from considering not only the ratio of source and target paragraphs, but also

the relative sizes of paragraphs in their neighborhood. Thus, it has the advantage

that the source-target proportions do not have to be empirically determined for new

language pairs, as in (Gale and Church, 1993).

6.7 Summary

In many translation settings, like the one that motivated the implementation of our

tool, translators are not allowed to produce a free translation for a given expression,

but are asked to use a precise, “official” translation. Extracting key terms and typical

expressions (collocations) from the official documents and consulting the translation

archives in order to see how they were translated in the past is therefore a strategy

that is likely to alleviate the burden of these translators.

The multilingual dictionaries that exploit parallel corpora constitute the new gen-

eration of translation support tools (Isabelle et al., 1993). The system described in this

chapter has unique features that distinguishes it from other parallel concordancing

tools such as TransSearch (Isabelle et al., 1993) and Termight (Dagan and Church,

1994): collocations are identified using a syntax-based methodology, and they can

be searched, filtered, ordered, and saved into a database for further reference. The

system requires no preprocessing of the source corpora, so new data is easy to add

and analyse. The sentence alignment algorithm is fast and runs only when the user

visualizes a specific collocation instance.

Section 6.5 of this chapter illustrated a successful application of the various com-

ponents built for our tool (i.e., the collocation extractor, the filtering module, and

the sentence alignment module) in the task of collocation translation.



Chapter 7

Conclusion

This chapter concludes the thesis by summarising the work undertaken and its ma-

jor findings, by discussing its shortcomings, and by indicating directions for further

development.

7.1 Achievements

The tasks of collocation extraction and syntactic parsing have received considerable

attention from computational linguists during the past decades. Significant efforts

have been made on both sides, but separately. The work described in this thesis

adopts an integrated approach, in which the high level of performance achieved by

current parsing technology is exploited in order to boost collocation extraction.

Originally treated as a purely statistical phenomenon that can be modeled with

statistical methods quantifying the association strength, word collocation was gradu-

ally given a more linguistically-motivated understanding in the literature. More and

more researchers posit the existence of a syntactic relationship between the items in

a binary collocation, and therefore rely on linguistic analysis of source corpora before

the statistical computation, in order to discover syntagmatic associations rather than

associations of words from the same semantic field (e.g., doctor -hospital). But this

analysis is rarely performed with syntactic parsers, despite the recent advances in

171
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the parsing field, at least for certain languages. The existing extraction methodol-

ogy is still generally confined to shallow levels of analysis based on the identification

of (interrupted or uninterrupted) combinations of words of specific POS categories

in a limited text span (the window method), or relies, at best, on shallow parsing

usually implemented as pattern matching with regular expressions over POS labels.

Languages with a richer morphology and a freer word order call, however, for more

appropriate tools, because the window method and shallow parsing reach their lim-

its in capturing candidate pairs from a whole range of syntactic constructions that

frequently lead to word extraposition.

The extraction methods based on syntactic parsing or on syntactically annotated

text—such as the ones designed for English (Lin, 1998; Lin, 1999; Orliac and Dillinger,

2003; Pearce, 2001a; Blaheta and Johnson, 2001), German (Zinsmeister and Heid,

2003; Schulte im Walde, 2003), Dutch (Villada Moirón, 2005), or Chinese (Wu and

Zhou, 2003; Lü and Zhou, 2004)—remain isolated attempts suffering from various

shortcomings, among which: low parsing precision, robustness, or coverage; the lim-

ited number of syntactic configurations dealt with; or difficult reproducibility on a

different source corpus.

The main objective of our work was the design of a full-fledged extraction method

based on syntactic parsing, capable of: i) covering a broad spectrum of collocational

phenomena (from binary to longer combinations, from very frequent to infrequent

ones, from a restricted to a large set of syntactic configuration); ii) taking into account

their syntactic versatility (by handling, in particular, the syntactic constructions in

which they occur due to the wide range of grammatical operations they may undergo:

passivisation, relativisation, interrogation, clefting, apposition, etc.); and iii) at the

same time, working on unrestricted text in multiple languages. The practical motiva-

tion at the beginning of this work was the implementation of a system for collocation

extraction and concordance in parallel corpora, to be integrated in an actual trans-

lation environment, and that enables users to create, from their translation archives,

a multilingual collocational database enriched with context samples, which can serve

as a reference in future translations.

Some of the requirements stated above are satisfied by the capabilities of the Fips
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parser our system uses, and therefore could easily be met: robustness, multilingual

support, and broad grammatical coverage. The extraction module was developed

around Fips, whose output is directly used for the identification of candidate pairs as

the source corpus analysis proceeds. After this syntax-based step, our hybrid extrac-

tion method proceeds with the application of the statistical measure—log-likelihood

ratios by default—, that produces a ranking of candidates according to their collo-

cational strength. The proposed extraction methodology is not entirely novel, but

the results it produces are highly accurate thanks to the syntactic analyses provided

by Fips. In particular, the extraction of low-frequency, flexible pairs is facilitated by

the grouping of instances under the same type, made possible by the sentence nor-

malisation performed by Fips, which consists in considering the base form for words

and their canonical order, irrespective of the surface realization. This result is of

key importance, given the high proportion of low-frequency data in text corpora and

the problems caused by data sparseness to the performance of association measures

(AMs). The absence of a frequency filter on candidates and the application of AMs on

syntactically homogeneous material are other distinguishing features of our method,

besides the use of the syntactic proximity criterion instead of the linear proximity

criterion in selecting candidate pairs.

The most original aspects of our extraction methodology are, first, the extension

to collocations made up of more than two lexemes; second, the semi-automatic ac-

quisition of language-dependent syntactic configurations for binary collocations; and,

third, using Web data as an alternative to static corpora in order to cope with the

problem of data sparseness and to mine for more collocates for a given word. These

issues remained typically unaddressed in previous extraction work. The underlying

parsing technology allowed us to propose efficient solutions to each of them, the key

factors in our endeavour being the possibility to abstract away from particular text

realizations, to reduce data sparseness by instance grouping, as well as to retrieve as

many instances as possible for the syntactically versatile pairs.

The system developed has been extensively used for collocation extraction in a

variety of settings, with the manually validated results being used to populate the

lexicon of Fips and, as part of a cyclical process, to guide the parsing itself since
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preference is given, in case of ambiguity, to the attachments involving collocations.

Moreover, its components, including the sentence alignment method proposed for

collocation concordancing in parallel text, have been successfully used in the task of

corpus-based collocation translation.

A thorough evaluation of our syntax-based method was provided, its precision

being compared against the precision achieved by the window method typically used

in the literature, which is, at least in principle, syntactically uninformed. Also, a

recall comparison against this method was partly performed by means of several

case-study analyses of results at the instance level. In addition, a different case study

compared the precision of our method against that of an extraction method based on

shallow-parsing. (As far as the extraction extensions are concerned, their output was

not evaluated, but, whenever possible, it was contrasted with examples provided in

related work or with related resources such as the BBI dictionary).

The precision-based comparison against the window method was performed in two

distinct experiments on fairly large corpora in different languages (English, French,

Spanish, and Italian), by using manually-produced annotations of different granular-

ity, and by investigating several levels in the output lists. The increase obtained with

our method in the grammatical-, multi-word expression (MWE)-, and collocational

precision is significant overall. It shows that, despite the inherent parsing errors and

the challenges of processing large amounts of natural text, it is worth using a syntax-

based approach. Still, it was found that for the high-frequency pairs at the top of

the output lists (the first 50 pair types), the difference in MWE- and collocational

precision is not always statistically significant; in one case, the window method out-

performed our method, although not to a statistically significant extent. The recall

comparison pointed out relative strengths and weaknesses of the two methods, and

indicated, in particular, that the instance-based precision of the window method can

sometimes be very low, because many of the instances it takes into account in ranking

a pair type are false positives (“false instances”). Finally, the partial evaluation of

the results of a shallow-parsing extractor suggested that its grammatical precision

is lower than the precision of our method, and also that uninteresting pairs can be

artificially promoted to high-ranked positions due to false positives.
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These evaluation results have, first of all, a theoretical importance since they con-

firm that syntactic information leads to a substantial improvement in the quality of

extraction results over the rudimentary techniques in use nowadays. From a practical

perspective, the high reliability achieved by our method, in particular at the instance

level and for the lower-frequency results situated beyond the very top of the output

list, opens new possibilities for both lexicographic investigation and for NLP applica-

tions making use of collocational information. In contrast, the output of traditional

methods, with the exception of the very top positions, contains a high amount of

noise.

The qualitative analysis provided for the results obtained by the two contrasted

methods showed that the difference in output pertains more to the content retrieved,

and less to the relative order of items in the intersection: while the ranks of common

items correlate significantly, the common content covers about 77% of the results of

our method and only 17% of the window method. The syntactic filter applied by

our method leads to a drastic reduction in the number of candidates by eliminating

the noisy pairs, thus alleviating the burden on users that analyse the extraction

results and making, at the same time, the statistical computation more tractable.

Moreover, the syntactic information facilitates the interpretation of results, both by

human users (who can display the pairs grouped according to the syntactic type),

and by interested NLP applications (that require this information in order to be able

to process the pairs).

As by-products of our work, we mention the suite of 3000 annotated pairs that

could be exploited as training data in supervised learning, the syntactic patterns for

multi-word collocations that were inferred from the experimental results and that

can be used in future extraction, as well as the suggestions of parsing improvement

derived from the error analysis of the extraction results (especially for Italian, a

language that is currently less developed in Fips). This thesis also offers a concise

general description of the AMs typically used in collocation extraction, including their

explicit formulae and computation details; we believe that this description could

be useful for the interested reader, since the existing descriptions in the literature

are rather dispersed, sometimes over-technical, and they often leave out the explicit
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computation steps. This thesis also provides a detailed review of the state of the art,

organised by language and focussed on the level of text analysis performed.

Finally, the system developed (the main output of the research project at the origin

of this work) was made available to the translators of our project partner institution,

the WTO headquarters in Geneva. Plans are to make it available in the future to a

larger community, probably in the form of a lighter-weight version accessible on-line.

7.2 Shortcomings and future work

The main limitation of the proposed methodology is the relatively limited availabil-

ity of syntactic parsers at present times. The efficiency of the methods described is

conditioned by the ability to perform a preliminary analysis of source texts with a

syntactic tool whose robustness, speed, lexical and grammatical coverage are com-

parable to those of Fips. Nevertheless, the conclusion of our study stands (and

was already confirmed for four different languages): whenever parsing is available,

a hybrid collocation extraction approach integrating syntactic information is worth

taking, as it leads to significantly better results. We argue that syntax-based methods

should replace the rudimentary window technique in languages for which the parsing

technology is already developed, or for which it will be available in the future.

A related issue is the portability of our extraction method to other parsers, given

that some implementation choices were also determined by Fips (e.g., relying on

its specific type of syntactic structures, or extracting candidates directly from these

structures rather than from syntactically-annotated text). The adaptation to a dif-

ferent parser will certainly require some efforts, depending on how similar the output

is to the output of Fips. Other parts of the methodology proposed are, however,

easier to transfer (e.g., the extraction of multi-word collocations and the Web-based

extraction).

Also, the portability across languages is an issue that has only been partly ad-

dressed by our work, as the extraction experiments run so far involved relatively

similar languages and used practically the same set of syntactic patterns. Although

we defined a strategy for customising the extraction procedure to a new language
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(which consists in inducing collocationally relevant syntactic patterns from generic

dependency relations and of assigning the most appropriate AM to each), it has not

yet been applied on structurally different languages like German, which are now sup-

ported by Fips. The multilingual support is one the most imminent developments to

be made to our extractor, since Fips is now opened to new languages (e.g., Greek, Ro-

manian, Japanese, Russian and Serbian). Also related to this issue, it would be worth

analysing the existing multilingual output—and, particularly, the pairs annotated in

our evaluation studies—from a multilingual perspective.

The recall-based evaluation of our extractor is a topic that has not been sufficiently

investigated in our present study. The analysis undertaken with the case studies

should be carried out further, to gain better insights on what collocational phenomena

fail to be captured with a syntactic vs. a non-syntactic approach. But this analysis

is hampered by the absence of reference resources, and it requires specific evaluation

techniques whose development is currently only at an incipient stage.

Researchers are generally skeptical about whether full parsing is really necessary

for high-quality extraction, considering that shallow-parsing techniques may be suffi-

cient. Our small evaluation experiment addressing this issue is not entirely conclusive,

because it only looked at V-O and S-V combinations with a single noun. A more thor-

ough evaluation is required in order to check if indeed, as observed, shallow parsing

produces a less accurate pair type output and the false positive instances affect the

ranking of low-frequency pairs. In any case, we expect recall to be affected more

than precision. This evaluation was not a priority in this work, because high-quality

shallow parsers capable of detecting predicate-argument relations approximate the

behaviour of a parser, both requiring extensive implementation efforts.

Perhaps the broad interpretation of the collocation concept adopted in our work

can also be seen as a limitation, as it covers any statistically significant combination

of words in a syntactic relationship, including particular subtypes of multi-word ex-

pressions that linguists have strived for a long time to tell apart (e.g., support-verb

constructions, compounds, idioms, phrasal verbs). It was beyond the scope of this

work to propose a classification of these expressions or to distinguish collocations

from them. This is an open research issue in the literature that we did not attempt
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to solve; nor did we attempt to draw, more generally, a distinction between compo-

sitional and non-compositional expressions. Instead, we believe that our work can

serve as a basis for future investigations of this kind, although we are aware of the

fact that the borderline cases are numerous, and generalisations nearly impossible.

What our annotation work indicated was that, despite a significant inter-rater agree-

ment, there are numerous ambiguities between regular combinations and collocations

(making up 39% of the total disagreement cases), fewer disagreements between collo-

cations and compounds (11.2%), and only very few between collocations and idioms

(less than 2%). In addition, it was found that idioms and compounds constitute only

a small fraction of the output pairs marked as multi-word expressions (namely, 2.6%

and 15.4%; i.e., 18% altogether), whereas collocations are prevalent among multi-

word expressions (75.7%). These findings indicate the critical points to be tackled by

future research, while confirming the magnitude of the collocational phenomenon.1

Seen from a wider perspective, our work represents only one step towards a bet-

ter treatment of collocations in a computational framework. The extraction can be

further improved by complementary techniques operating at the candidate selection

or candidate ranking stage.

For instance, as discussed in Section 3.3.4, more sophisticated text analysis mod-

ules (such as anaphora resolution) might prove useful for detecting more collocation

types and instances, in view of the fact that low frequency is characteristic of natural

language data, which is typically zipfian. Lexical semantic resources (e.g., Wordnet,

FrameNet, other thesauri and lexical ontologies) could provide the basis for extraction

based on semantic criteria, as initiated by Pearce (2001a).

Novel AMs, more adequate to language data and taking into account the base-

collocate dichotomy, are expected to enhance extraction as well, the research on

asymmetric AMs being already started (Michelbacher et al., 2007). As an alternative

to corpora and the Web, the examples provided by lexicographers in phraseological

subentries of classical dictionaries constitute a rich source of collocational information

1According to Benson et al. (1986b), collocations are at the same time the most difficult to
identify by lexicographers: “The critical problem for the lexicographer has been, heretofore, the
treatment of collocations. It has been far more difficult to identify them than idioms or even
compounds” (Benson et al., 1986b, 256).
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that could be exploited for collocation extraction, and, in particular, for the inference

of multi-word collocations.

But collocation extraction is not a goal in itself. Its output is already used in a

variety of NLP applications as, mainly, disambiguation clues. Still, the integration

of collocations in more challenging tasks dealing with language production, or their

proper usage by language learners, cannot succeed without a more adequate contex-

tual description, specifying exactly the allowed (and also, the preferred) degree of

morpho-syntactic flexibility (e.g., number variation for nouns, presence or absence of

determiners, modification potential, voice for verbs, etc). Such corpus-based analyses

are the focus of current research (Tutin, 2004; Villada Moirón, 2005; Ritz, 2006),

as are attempts to organise the output material with semantic criteria in order to

facilitate lexicographic studies and the practical use in other applications (L’Homme,

2003; Wanner et al., 2006).
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Collocation Dictionaries

1. BBI – The BBI Dictionary of English Word Combinations (Benson et al., 1986a)

2. COBUILD – Collins Cobuild English Dictionary (Sinclair, 1995)

3. DAFLES – Dictionnaire d’apprentissage du français langue étrangère ou seconde

(‘French vocabulary for learners of French as a foreign or second language’)

(Selva et al., 2002)

4. DC – Dictionnaire de cooccurrences (Beauchesne, 2001)

5. DEC – Dictionary of English Collocations (Kjellmer, 1994)

6. DiCo – Dictionnaire de Combinatoire (‘Combinatorics Dictionary’) (Polguère,

2000)

7. DOSC - Dictionary of Selected Collocations (Hill and Lewis, 1997)

8. ECD – Dictionnaire explicatif et combinatoire du français contemporain (‘The

Explanatory-Combinatorial Dictionary of Contemporary French’) (Mel’čuk et

al., 1984 1988 1992 1999)

9. LAF – Lexique actif du français (‘Active lexicon of French’) (Polguère, 2000)

10. LDOCE – Longman Dictionary of Contemporary English (Procter, 1987)
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11. LLA – Longman Language Activator (Maingay and Tribble, 1993)

12. OCDSE - Oxford Collocations Dictionary for Students of English (Runcie, 2002)
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Collocation Definitions

1. (Firth, 1957, 181):

Collocations of a given word are statements of the habitual and cus-

tomary places of that word.

2. (Firth, 1968, 182):

Collocations are actual words in habitual company.

3. (Cowie, 1978, 132):

[...] the co-occurrence of two or more lexical items as realizations of

structural elements within a given syntactic pattern.

4. (Hausmann, 1985)

typical, specific and characteristic combination of two words

5. (Cruse, 1986, 40)

The term collocation will be used to refer to sequences of lexical items

which habitually co-occur, but which are nonetheless fully transpar-

ent in the sense that each lexical constituent is also a semantic con-

stituent.
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6. (Kjellmer, 1987, 133):

a sequence of words that occurs more than once in identical form [...]

and which is grammatically well structured.

7. (Choueka, 1988):

a sequence of two or more consecutive words, that has characteris-

tics of a syntactic and semantic unit whose exact and unambiguous

meaning or connotation cannot be derived directly from the meaning

or connotation of its components.

8. (Hausmann, 1989, 1010):

On appellera collocation la combinaison caractéristique de deux mots

dans une des structures suivantes : a) substantif + adjectif (épithète);

b) substantif + verbe; c) verbe + substantif (objet); d) verbe + ad-

verbe; e) adjectif + adverbe; f) substantif + (prép.) + substantif.”

9. (Benson, 1990):

A collocation is an arbitrary and recurrent word combination.

10. (Sinclair, 1991, 170):

Collocation is the cooccurrence of two or more words within a short

space of each other in a text.

11. (Fontenelle, 1992, 222):

The term collocation refers to the idiosyncratic syntagmatic combi-

nation of lexical items and is independent of word class or syntactic

structure.

12. (Smadja, 1993, 143):

recurrent combinations of words that co-occur more often than ex-

pected by chance and that correspond to arbitrary word usages.
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13. (van der Wouden, 1997, 5):

Collocation: idiosyncratic restriction on the combinability of lexical

items

14. (Manning and Schütze, 1999, 151):

A collocation is an expression consisting of two or more words that

correspond to some conventional way of saying things.

15. (McKeown and Radev, 2000, 507)

Collocations [...] cover word pairs and phrases that are commonly

used in language, but for which no general syntactic and semantic

rules apply.

16. (Sag et al., 2002, 7):

Institutionalized phrases are semantically and syntactically composi-

tional, but statistically idiosyncratic. [...] We reserve the term collo-

cation to refer to any statistically significant cooccurrence, including

all forms of MWE [...] and compositional phrases.

17. (Evert, 2004, 9):

A collocation is a word combination whose semantic and/or syntactic

properties cannot be fully predicted from those of its components,

and which therefore has to be listed in a lexicon.

18. (Bartsch, 2004, 76)

lexically and/or pragmatically constrained recurrent co-occurrences

of at least two lexical items which are in a direct syntactic relation

with each other



Appendix C

Detailed AM Formulae

C.1 Chi-square

χ2 =
∑
i,j

(Oij − Eij)2

Eij
=

∑
i,j

O2
ij

Ei,j
− 2

∑
i,j

Oi,j +
∑
i,j

Ei,j

=
∑
i,j

O2
ij

Ei,j
− 2N +

∑
i,j RiCj

N
=

∑
i,j

O2
ij

Ei,j
−

2N2 −
∑

i,j RiCj

N
(C.1)

Since
∑
i,j

RiCj = a2 + b2 + c2 + d2 + 2ab + 2ac + 2ad + 2bc + 2bd + 2cd = N2, by replacing

it in C.1 we obtain:

χ2 =
∑
i,j

O2
ij

Ei,j
−N =

Na2

(a + b)(a + c)
+

Nb2

(a + b)(b + d)
+

Nc2

(a + c)(c + d)
+

Nd2

(c + d)(b + d)
−N

=
N(a2(c + d)(b + d) + b2(a + c)(c + d) + c2(a + b)(b + d) + d2(a + b)(a + c))

(a + b)(a + c)(b + d)(c + d)
−

N(a + b)(a + c)(b + d)(c + d)
(a + b)(a + c)(b + d)(c + d)

=
N(a2d2 + b2c2 − 2abcd)

(a + b)(a + c)(b + d)(c + d)
=

N(ad− bc)2

(a + b)(a + c)(b + d)(c + d)
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C.2 Log-likelihood ratios

LLR = −2 log
L(H0)
L(H1)

= −2 log
B(a; a + b, p)B(c; c + d, p)

B(a; a + b, p1)B(c; c + d; p2)

= −2 log
B

(
a; a + b,

a + c

N

)
B

(
c; c + d,

a + c

N

)
B

(
a; a + b,

a

a + b

)
B

(
c; c + d;

c

c + d

)

= −2 log

(
a + b

a

) (
a + c

N

)a (
1− a + c

N

)b (
c + d

c

) (
a + c

N

)c (
1− a + c

N

)d

(
a + b

a

) (
a

a + b

)a (
1− a

a + b

)b (
c + d

c

) (
c

c + d

)c (
1− c

c + d

)d

= −2(a log
a + c

N
+ b log

b + d

N
+ c log

a + c

N
+ d log

b + d

N

−a log
a

a + b
− b log

b

a + b
− c log

c

c + d
− d log

d

c + d
)

= −2(a log(a + c)− a log N + b log(b + d)− b log N + c log(a + c)

−c log N + d log(b + d)− d log N − a log a + a log(a + b)

−b log b + b log(a + b)− c log c + c log(c + d)− d log d + d log(c + d))

= −2((a + b) log(a + b) + (a + c) log(a + c)

+(b + d) log(b + d) + (c + d) log(c + d)− (a + b + c + d) log N

−a log a− b log b− c log c− d log d)

= 2(a log a + b log b + c log c + d log d

−(a + b) log(a + b)− (a + c) log(a + c)

−(b + d) log(b + d)− (c + d) log(c + d)

+(a + b + c + d) log(a + b + c + d))



Appendix D

Comparative Evaluation - Test

Sets (Experiment 1)

Test Set 1 and Test Set 10 used in Experiment 1 (Section 4.4.3). Common items for the

two methods are underlined. Ungrammatical items are marked with a star (?).

D.1 Test Set 1

Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

premier ministre A-N 4317.6 1047 Monsieur président N-N 21138.1 2680

bloc québécois N-A 3946.1 429 premier ministre A-N 5571.0 1293

discours de trône N-P-N 3894.0 426 madame présidente N-N 5279.2 419

vérificateur général N-A 3796.7 460 *Monsieur présider N-V 3804.6 385

parti réformiste N-A 3615.0 474 vérificateur général N-A 3403.9 447

gouvernement fédéral N-A 3461.9 860 bloc québécois N-A 3124.3 407

missile de croisière N-P-N 3147.4 323 parti réformiste N-A 3083.0 462

Chambre de commune N-P-N 3083.0 430 campagne électoral N-A 2905.3 306

livre rouge N-A 2536.9 215 livre rouge N-A 2773.5 272

secrétaire parlementaire N-A 2524.7 283 discours trône N-N 2574.7 413

question adresser S-V 2460.9 321 gouvernement fédéral N-A 2395.2 896

opposition officiel N-A 2294.2 217 milliard dollar N-N 2364.8 483
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

programme social N-A 2165.7 394 missile croisière N-N 2292.5 327

jouer rôle V-O 1909.5 199 secrétaire parlementaire N-A 2287.0 285

poser question V-O 1877.1 282 question s’adresser N-V 2086.2 313

milliard de dollar N-P-N 1846.1 259 maintien paix N-N 2054.4 435

créer emploi V-O 1709.5 261 ressource humain N-A 2053.9 318

développement de N-P-N 1626.4 200 million dollar N-N 1954.6 460

ressource

prendre décision V-O 1607.4 278 monsieur président N-N 1909.7 282

création de emploi N-P-N 1552.3 245 tenir compte V-N 1869.2 282

défense national N-A 1444.4 201 opposition officiel N-A 1772.0 215

adresser à ministre V-P-N 1397.1 238 programme social N-A 1763.2 562

petit entreprise A-N 1378.3 204 petit entreprise A-N 1588.0 269

consentement unanime N-A 1333.8 101 créer emploi V-N 1528.6 301

million de dollar N-P-N 1258.5 215 s’adresser ministre V-N 1521.9 270

maintien de paix N-P-N 1250.4 189 consentement N-A 1379.4 108

unanime

président suppléant N-A 1216.4 115 poser question V-N 1341.7 256

députer honorable V-O 1194.0 118 Chambre commune N-N 1313.4 406

remercier député V-O 1186.9 200 création emploi N-N 1175.3 296

rapport de vérificateur N-P-N 1185.4 140 *petite entreprendre N-V 1164.1 123

comité permanent N-A 1184.0 157 soin santé N-N 1125.9 225

taux de chômage N-P-N 1180.4 102 logement social N-A 1107.7 226

compte public N-A 1170.3 143 essai missile N-N 1103.2 200

régler problème V-O 1091.6 161 défense national N-A 1075.0 175

code criminel N-A 1081.1 90 dernier année A-N 1058.4 237

essai de missile N-P-N 1073.9 158 président suppléant N-A 1047.8 109

vote libre N-A 1040.3 90 présidente suppléant N-A 1027.6 88

chef de opposition N-P-N 1032.8 145 sécurité social N-A 1010.1 226

marché de travail N-P-N 1018.3 120 jouer rôle V-N 998.8 135

solliciteur général N-A 985.2 128 personne âgé N-A 997.9 128

ministre de Affaires N-P-N 974.1 78 comité permanent N-A 988.3 163
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

étrangères

Conseil de trésor N-P-N 971.3 93 code criminel N-A 963.7 88

député d’en face N-A 970.3 109 secteur privé N-A 936.7 146

prendre mesure V-O 951.1 228 solliciteur général N-A 936.6 124

dernier année A-N 950.0 233 *essai croisière N-N 928.9 168

développement régional N-A 936.3 127 certain nombre A-N 925.4 157

prendre parole V-O 931.6 182 vote libre N-A 925.2 98

gouvernement N-A 930.0 196 parti libéral N-A 905.4 193

précédent

croissance économique N-A 908.9 142 *développement N-A 884.5 179

humain

mesure législatif N-A 892.3 141 prendre décision V-N 851.2 205

D.2 Test Set 10

Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

autre ministre A-N 146.6 9 force susceptible N-A 193.7 29

chômage élevé N-A 146.5 18 avoir raison V-N 193.7 114

député de opposition N-P-N 145.9 64 *programme président N-N 193.7 4

redonner à Canadien V-P-N 145.9 29 ministre Canada N-N 193.5 108

revenu moyen N-A 145.4 23 *fleuve Saint-Laurent N-N 193.2 18

présence de casque N-P-N 144.9 17 *nouveau démocratique N-A 193.1 29

processus de consultation N-P-N 144.6 23 Chambre ajourner N-V 192.8 28

bureau de régie N-P-N 144.5 13 trouver moyen V-N 192.7 49

modifier constitution V-O 144.2 20 entrer vigueur V-N 192.4 21

jeu de tueur N-P-N 144.2 15 avoir honneur V-N 192.2 81

valoir peine V-O 143.7 14 autre pays A-N 191.6 131

*président de élection N-P-N 143.5 25 *femme enfant N-N 190.7 58
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

ministre de commerce N-P-N 142.9 37 Conseil privé N-A 190.7 33

payer part V-O 141.9 25 *Québec Chambre N-N 190.4 4

système de guidage N-P-N 141.3 9 vaste consultation A-N 190.0 27

problème grave N-A 141.3 23 être fois V-N 189.5 45

vote de confiance N-P-N 141.1 14 bref délai A-N 189.3 18

manutention de grain N-P-N 140.9 14 dette déficit N-N 188.9 55

emploi à long terme N-A 140.8 24 ministère finance N-N 188.7 59

viser objectif V-O 140.5 25 ministre pays N-N 188.7 19

bout de ligne N-P-N 139.9 14 M. Gaston N-N 188.7 26

poser question V-O 139.7 20 *emploi Chambre N-N 188.6 1

amendement N-A 139.4 16 accord nord-américain N-A 188.2 23

constitutionnel

dizaine de millier N-P-N 139.3 17 réduction déficit N-N 188.2 53

soutenir concurrence V-O 139.3 13 exprimer point de vue V-N 188.1 31

entrer en vigueur V-P-N 139.1 16 soldat canadien N-A 187.0 55

déposer projet de loi V-O 139.1 27 *chambrer séance V-N 186.6 20

petit entrepreneur A-N 138.8 23 justice pénal N-A 186.1 20

entendre député V-O 138.6 33 *député député N-N 185.9 96

aide à rénovation N-P-N 138.4 16 service jeunesse N-N 185.9 45

économie canadien N-A 138.1 59 comité examiner N-V 185.8 48

force de dissuasion N-P-N 138.0 9 reprendre étude V-N 185.7 31

secteur de activité N-P-N 137.6 13 fin froid N-A 185.7 24

dire mot V-O 137.3 21 *étape deuxième N-A 185.3 22

fonds de investissement N-P-N 137.0 20 *Canada Canadien N-N 185.1 31

poser question V-O 136.7 23 bureau poste N-N 185.1 40

débattre question V-O 136.4 28 dépense gouvernemental N-A 185.1 70

former comité V-O 136.3 23 développement N-N 184.7 12

gouvernement

adresser à ministre V-P-N 136.3 18 assistance social N-A 184.0 46

poser geste V-O 135.7 19 *région gouvernement N-N 183.7 5

commettre crime V-O 135.6 11 tenir promesse V-N 183.7 34
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

confier mandat V-O 135.6 15 *Québec ministre N-N 183.1 16

mise en chantier N-P-N 135.5 9 frai partagé N-A 182.9 17

acquisition de N-P-N 135.4 13 faire part V-N 182.8 50

arme à feu

gagner vie V-O 135.2 19 représentant élu N-A 182.6 21

retombée économique N-A 135.1 24 *gouvernement travail N-N 182.5 22

assurer sécurité V-O 134.9 19 *dollar ministre N-N 182.5 3

rester à feuilleton V-P-N 134.9 13 réforme social N-A 182.5 72

aborder sujet V-O 134.2 18 revenu garanti N-A 180.5 25

service de police N-P-N 134.2 10 leader solliciteur N-N 180.5 31



Appendix E

Comparative Evaluation -

Annotations (Experiment 1)

Annotations for Test Set 1 and Test Set 10 used in Experiment 1 (Section 4.4.3). Common

items for the two methods are underlined. Stars (*) mark ungrammatical items; diamonds

(�) – true positives (MWEs), and dashes (-) – complete disagreements. Unmarked items

are regular combinations.

E.1 Annotations for Test Set 1

Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� premier ministre 1-1-1 � Monsieur président 2-1-1

� bloc québécois 1-1-1 � premier ministre 1-1-1

� discours de trône 1-1-1 � madame présidente 2-1-1

� vérificateur général 1-1-2 * Monsieur présider 2-0-0

� parti réformiste 1-1-1 � vérificateur général 1-1-1

gouvernement fédéral 2-2-1 � bloc québécois 1-1-1

� missile de croisière 1-1-1 � parti réformiste 1-1-1

� Chambre de commune 1-1-1 � campagne électoral 1-1-1

� livre rouge 1-1-2 � livre rouge 1-1-1

� secrétaire parlementaire 1-1-1 � discours trône 1-2-1
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� question adresser 1-1-1 � gouvernement fédéral 1-1-1

opposition officiel 1-2-2 milliard dollar 2-1-2

� programme social 1-1-1 � missile croisière 1-1-1

� jouer rôle 1-1-1 � secrétaire parlementaire 1-2-1

� poser question 1-1-1 � question s’adresser 1-1-1

milliard de dollar 2-2-2 � maintien paix 1-1-1

� créer emploi 1-1-1 � ressource humain 1-1-1

� développement de ressource 1-1-2 million dollar 2-2-2

� prendre décision 1-1-1 � monsieur président 2-1-1

� création de emploi 1-1-1 � tenir compte 1-1-1

� défense national 1-1-1 opposition officiel 2-2-1

adresser à ministre 2-1-2 � programme social 1-2-1

� petit entreprise 1-1-2 � petit entreprise 1-1-1

� consentement unanime 1-1-1 � créer emploi 1-2-1

million de dollar 2-2-2 s’adresser ministre 2-2-2

� maintien de paix 1-1-1 � consentement unanime 1-2-1

� président suppléant 2-1-1 � poser question 1-1-1

- députer honorable 0-1-2 � Chambre commune 1-1-1

remercier député 2-1-2 � création emploi 1-2-1

rapport de vérificateur 2-2-2 * petite entreprendre 0-2-0

� comité permanent 1-1-1 � soin santé 1-1-1

� taux de chômage 1-1-1 � logement social 1-1-1

� compte public 1-1-1 � essai missile 1-1-1

� régler problème 1-1-1 � défense national 1-1-1

� code criminel 1-1-1 dernier année 2-2-1

essai de missile 2-2-2 président suppléant 2-2-1

vote libre 1-2-2 présidente suppléant 2-2-1

� chef de opposition 1-1-1 � sécurité social 1-1-1

� marché de travail 1-1-1 � jouer rôle 1-1-1

� solliciteur général 1-1-2 � personne âgé 1-1-1

� ministre de Affaires étrangères 1-1-1 � comité permanent 2-1-1
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� Conseil de trésor 1-1-1 � code criminel 1-1-1

député d’en face 2-1-2 � secteur privé 1-1-1

� prendre mesure 1-1-1 � solliciteur général 1-2-1

dernier année 2-1-2 * essai croisière 0-0-0

développement régional 1-2-2 certain nombre 2-2-1

� prendre parole 1-1-1 � vote libre 1-1-1

gouvernement précédent 2-1-2 � parti libéral 1-2-1

� croissance économique 1-1-1 * développement humain 0-0-1

� mesure législatif 1-1-1 � prendre décision 1-1-1

E.2 Annotations for Test Set 10

Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

autre ministre 2-2-2 force susceptible 2-2-1

chômage élevé 2-2-0 � avoir raison 1-1-1

� député de opposition 2-1-1 * programme président 0-0-2

redonner à Canadien 2-2-0 ministre Canada 2-0-2

� revenu moyen 1-1-1 * fleuve Saint-Laurent 0-0-2

présence de casque 2-2-2 * nouveau démocratique 0-1-0

processus de consultation 2-2-1 � Chambre ajourner 1-2-1

� bureau de régie 1-1-2 � trouver moyen 1-1-1

modifier constitution 2-2-1 � entrer vigueur 1-1-1

jeu de tueur 2-2-2 � avoir honneur 1-1-1

� valoir peine 1-1-1 autre pays 2-2-2

* président de élection 1-0-0 * femme enfant 2-0-0

� ministre de commerce 1-1-1 � Conseil privé 1-2-1

payer part 1-2-2 * Québec Chambre 0-0-0

� système de guidage 1-1-1 � vaste consultation 1-2-1
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� problème grave 1-2-1 être fois 2-2-0

� vote de confiance 1-1-1 � bref délai 1-1-1

manutention de grain 1-2-2 - dette déficit 2-0-1

� emploi à long terme 1-1-1 ministère finance 1-2-2

� viser objectif 1-1-1 ministre pays 2-0-2

� bout de ligne 1-1-1 M. Gaston 2-1-2

� poser question 1-1-1 * emploi Chambre 0-0-0

� amendement constitutionnel 1-2-1 accord nord-américain 1-2-2

dizaine de millier 2-2-2 � réduction déficit 1-2-1

soutenir concurrence 2-1-2 � exprimer point de vue 1-1-1

� entrer en vigueur 1-1-1 soldat canadien 2-2-2

� déposer projet de loi 1-1-1 * chambrer séance 0-0-0

� petit entrepreneur 1-1-2 � justice pénal 1-1-1

entendre député 2-2-2 * député député 0-0-0

aide à rénovation 2-2-2 � service jeunesse 1-2-1

économie canadien 2-2-2 comité examiner 2-2-0

� force de dissuasion 1-1-1 � reprendre étude 1-2-1

� secteur de activité 1-1-1 fin froid 0-2-2

� dire mot 1-1-2 * étape deuxième 0-2-0

� fonds de investissement 1-1-1 * Canada Canadien 0-0-2

� poser question 1-1-1 � bureau poste 1-1-1

� débattre question 1-1-2 � dépense gouvernemental 1-2-1

� former comité 1-2-1 - développement gouvernement 1-0-2

adresser à ministre 2-2-2 � assistance social 1-1-1

� poser geste 1-1-1 * région gouvernement 0-0-2

� commettre crime 1-1-1 � tenir promesse 1-1-1

� confier mandat 1-1-1 * Québec ministre 0-0-0

� mise en chantier 1-1-1 � frai partagé 1-2-1

acquisition de arme à feu 2-2-2 � faire part 1-2-1

� gagner vie 1-1-1 représentant élu 2-2-1

� retombée économique 1-1-1 * gouvernement travail 0-0-2



196APPENDIX E. COMPARATIVE EVALUATION - ANNOTATIONS (EXPERIMENT 1)

Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� assurer sécurité 1-1-1 * dollar ministre 0-0-0

rester à feuilleton 2-2-2 � réforme social 1-2-1

� aborder sujet 1-1-1 � revenu garanti 1-2-1

� service de police 1-1-1 leader solliciteur 2-1-2



Appendix F

Comparative Evaluation - Result

Charts (Experiment 1)

Graphical display of the results obtained in Experiment 1 (Section 4.4.3).

F.1 Grammatical precision

F.2 MWE precision
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Figure F.1: Comparative evaluation results for Experiment 1: Grammatical precision.
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Figure F.2: Comparative evaluation results for Experiment 1: MWE precision.



Appendix G

Comparative Evaluation - Test

Sets (Experiment 2)

Test Set 1 and Test Set 2 used in Experiment 2 (Section 4.4.4) for English data. Common

items for the two methods are underlined. Ungrammatical items are marked with a star

(?).

G.1 English - Test Set 1

Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

take place V-O 5254.0 852 lady gentleman N-N 25176.7 2036

next item A-N 4887.1 530 Mr. president N-N 18141.5 4217

amendment no N-N 4754.2 718 Mr. President N-N 13939.8 2845

same time A-N 4511.0 803 madam president N-N 9466.7 1408

honourable member A-N 3805.4 379 to take place V-N 4794.4 976

Swedish presidency A-N 3413.0 427 same time A-N 4622.2 868

close debate V-O 3230.8 411 next item A-N 4149.1 533

Belgian presidency A-N 3090.8 356 honourable member A-N 4123.4 502

candidate country N-N 3012.0 398 debate to close N-V 3624.0 408

play role V-O 3005.4 340 Swedish presidency A-N 3578.2 453

internal market A-N 2949.6 373 to take account V-N 3348.5 647
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

adopt resolution V-O 2945.7 422 amendment no N-N 3300.4 877

sustainable development A-N 2875.5 338 sustainable development A-N 3219.8 474

court of auditor N-P-N 2844.5 264 Belgian presidency A-N 3182.5 374

item be S-V 2640.6 518 internal market A-N 2997.2 476

draw attention V-O 2528.8 225 medium to size N-V 2994.4 233

madam president N-N 2441.8 238 white paper A-N 2898.8 275

vote take S-V 2181.3 325 *member to state N-V 2873.9 534

rule of procedure N-P-N 2098.9 293 item to be N-V 2775.5 526

united nation A-N 2000.6 193 *commission commission N-N 2716.9 78

common position A-N 1966.0 317 to play role V-N 2628.5 333

rule of law N-P-N 1955.5 209 to adopt resolution V-N 2354.3 431

civil society A-N 1943.8 205 *human to right N-V 2319.9 231

European council A-N 1925.8 456 civil society A-N 2270.7 305

court of justice N-P-N 1860.5 180 *member to state N-V 2218.9 372

question no N-N 1820.7 324 to draw attention V-N 2190.4 241

European commission A-N 1791.2 365 vote to take N-V 2188.1 408

great deal A-N 1761.6 229 *country commission N-N 2166.3 19

commission proposal N-N 1676.5 311 common position A-N 2144.8 416

apply to V-P 1637.6 592 court auditor N-N 2095.9 314

legislative resolution A-N 1623.2 186 united nation A-N 2002.6 218

table amendment V-O 1538.9 223 madam President N-N 1950.6 409

free movement A-N 1506.7 142 amendment to table N-V 1916.7 321

point of order N-P-N 1499.9 135 developing country A-N 1913.0 339

right direction A-N 1485.8 159 *commission country N-N 1844.3 66

Kyoto protocol N-N 1478.5 156 to bear mind V-N 1832.5 190

foot-and-mouth disease N-N 1466.6 145 parliament to adopt N-V 1819.9 502

take into V-P 1451.1 496 motion resolution N-N 1819.1 350

solve problem V-O 1406.9 182 to traffic human being V-N 1785.8 164

legal basis A-N 1402.7 222 third country A-N 1727.9 417

agree with V-P 1399.7 392 next year A-N 1710.9 417

cut speaker V-O 1378.5 97 legal basis A-N 1699.3 318
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

enter into V-P 1365.4 235 common policy A-N 1634.7 551

green paper A-N 1360.7 106 candidate country N-N 1578.6 639

*like president V-O 1335.3 173 great deal A-N 1577.6 242

suspend sitting V-O 1317.7 107 small medium A-N 1573.2 182

take account V-O 1315.6 242 mutual recognition A-N 1562.1 149

crime organize S-V 1304.7 116 intergovernmental A-N 1557.8 164

conference

oral amendment A-N 1232.6 136 to accept amendment V-N 1550.6 334

reach agreement V-O 1226.1 191 illegal immigration A-N 1537.9 178

G.2 English - Test Set 2

Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

cancellation of debt N-P-N 62.1 5 union action N-N 73.1 15

listen to voice V-P-N 62.1 7 to begin work V-N 73.1 30

definitive solution A-N 62.1 10 *point service N-N 73.1 2

country national N-N 62.1 27 service point N-N 73.1 2

wheel vehicle N-N 62.0 5 *service matter N-N 73.1 4

European research A-N 62.0 42 *budget decision N-N 73.1 12

lay rule V-O 62.0 14 *measure house N-N 73.1 5

seal of approval N-P-N 62.0 5 confidence Mr. N-N 73.1 1

number of death N-P-N 62.0 22 to like thank you V-N 73.1 17

open door V-O 61.9 8 *report fight N-N 73.1 11

fulfil mandate V-O 61.9 9 *change debate N-N 73.0 1

achieve level V-O 61.9 22 animal infected N-A 73.0 9

particular concern A-N 61.9 17 *environment regulation N-N 73.0 1

mine operation V-O 61.9 6 *commission opposition N-N 73.0 1
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

farming community N-N 61.9 17 *year requirement N-N 73.0 3

criminal act A-N 61.9 9 *member competition N-N 73.0 3

increase premium V-O 61.9 11 future action N-N 73.0 2

renewal of agreement N-P-N 61.8 11 *European Union N-N 73.0 10

dialogue

key player A-N 61.8 11 second phase A-N 73.0 17

face dilemma V-O 61.8 7 convention to ratify N-V 73.0 16

maintain position V-O 61.8 22 to want go V-N 73.0 14

deserve recognition V-O 61.7 9 community law N-N 73.0 202

have chance V-O 61.6 34 medium term N-N 73.0 40

face difficulty V-O 61.6 14 *position parliament N-N 73.0 54

sugar regime N-N 61.6 9 report nation N-N 73.0 2

chair by V-P 61.6 17 stability country N-N 73.0 16

partnership agreement N-N 61.6 17 energy issue N-N 73.0 9

research fund N-N 61.6 17 *European Parliament N-N 73.0 9

protection

dramatic event A-N 61.5 9 *European Union N-N 73.0 2

consultation

entail cost V-O 61.5 9 economic stability A-N 73.0 34

contain in V-P 61.5 148 valentine day N-N 73.0 9

be debate V-O 61.5 258 *strategy directive N-N 73.0 5

scientific assessment A-N 61.5 11 to raise point V-N 73.0 39

set priority V-O 61.4 16 *presidency people N-N 72.9 1

Coptic Christian N-N 61.4 4 *mechanism Mr. N-N 72.9 2

know as V-P 61.4 16 *reform number N-N 72.9 1

balanced participation A-N 61.4 8 *transport union N-N 72.9 2

combat exclusion V-O 61.4 8 *research measure N-N 72.9 5

Finnish presidency A-N 61.4 10 *take European N-N 72.9 2

switch to euro V-P-N 61.4 6 *change community N-N 72.9 8

affected area A-N 61.4 9 *council limit N-N 72.9 3

present system A-N 61.4 25 *limit council N-N 72.9 3
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Parse-based method Window method

Key1 + Prep + Key2 Type LLR F Key1 + Key2 Type LLR F

range of measure N-P-N 61.4 17 to exceed limit V-N 72.9 11

thorough analysis A-N 61.3 9 *government interest N-N 72.9 8

put emphasis V-O 61.3 13 *amendment fund N-N 72.9 4

main priority A-N 61.3 16 *resolution committee N-N 72.9 28

?gross domestic A-N 61.3 4 clean energy A-N 72.9 12

lose credibility V-O 61.3 9 *policy business N-N 72.9 9

defend against V-P 61.3 17 other amendment A-N 72.9 71

hit nail V-O 61.3 4 *problem public N-N 72.9 3



Appendix H

Comparative Evaluation -

Annotations (Experiment 2)

Annotations for Test Set 1 and Test Set 2 used in Experiment 2 (Section 4.4.4) for English

data. Common items for the two methods are underlined. The following marks are used:

stars (*) – ungrammatical items; diamonds (�) – true positives (collocations); NE – named

entities; CP – compounds; ID – idioms; dashes (-) – complete disagreements. Unmarked

items are regular combinations.

H.1 English - Annotations for Test Set 1

Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� take place 3 – 3 lady gentleman 1 – 1

next item 1 – 1 Mr. president 1 – 1

amendment no 1 – 1 Mr. President 1 – 1

CP same time 4 – 4 madam president 1 – 1

- honourable member 1 – 3 � to take place 3 – 3

Swedish presidency 1 – 1 CP same time 4 – 4

� close debate 3 – 3 next item 1 – 1

Belgian presidency 1 – 1 - honourable member 1 – 3

candidate country 1 – 1 � debate to close 3 – 3
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� play role 3 – 3 Swedish presidency 1 – 1

� internal market 3 – 3 � to take account 3 – 3

� adopt resolution 3 – 3 amendment no 1 – 1

� sustainable development 3 – 3 � sustainable development 3 – 3

NE court of auditor 2 – 2 Belgian presidency 1 – 1

item be 1 – 1 � internal market 3 – 3

� draw attention 3 – 3 CP medium to size 4 – 4

madam president 1 – 1 CP white paper 4 – 4

vote take 1 – 1 * member to state 0 – 0

NE rule of procedure 2 – 2 item to be 1 – 1

NE united nation 2 – 2 * commission commission 0 – 0

common position 1 – 1 � to play role 3 – 3

- rule of law 3 – 4 � to adopt resolution 3 – 3

- civil society 4 – 1 * human to right 0 – 0

NE European council 2 – 2 - civil society 4 – 1

NE court of justice 2 – 2 * member to state 0 – 0

question no 1 – 1 � to draw attention 3 – 3

NE European commission 2 – 2 � vote to take 3 – 3

CP great deal 4 – 4 * country commission 0 – 0

commission proposal 1 – 1 common position 1 – 1

� apply to 3 – 3 NE court auditor 2 – 2

legislative resolution 1 – 1 NE united nation 2 – 2

� table amendment 3 – 3 - madam President 1 – 2

� free movement 3 – 3 � amendment to table 3 – 3

CP point of order 4 – 4 - developing country 3 – 4

� right direction 3 – 3 * commission country 0 – 0

NE Kyoto protocol 2 – 2 � to bear mind 3 – 3

- foot-and-mouth disease 3 – 4 parliament to adopt 1 – 1

- take into 1 – 3 - motion resolution 3 – 0

� solve problem 3 – 3 � to traffic human being 3 – 3

� legal basis 3 – 3 - third country 4 – 3
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� agree with 3 – 3 next year 1 – 1

- cut speaker 5 – 3 � legal basis 3 – 3

� enter into 3 – 3 common policy 1 – 1

NE green paper 2 – 2 candidate country 1 – 1

* like president 0 – 0 CP great deal 4 – 4

� suspend sitting 3 – 3 CP small medium 4 – 4

� take account 3 – 3 mutual recognition 1 – 1

- crime organize 3 – 0 intergovernmental conference 1 – 1

oral amendment 1 – 1 � to accept amendment 3 – 3

� reach agreement 3 – 3 illegal immigration 1 – 1

H.2 English - Annotations for Test Set 2

Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� cancellation of debt 3 – 3 - union action 0 – 1

� listen to voice 3 – 3 to begin work 1 – 1

- definitive solution 1 – 3 * point service 0 – 0

- country national 4 – 3 service point 1 – 1

- wheel vehicle 3 – 4 * service matter 0 – 0

- European research 2 – 1 * budget decision 0 – 0

� lay rule 3 – 3 * measure house 0 – 0

� seal of approval 3 – 3 confidence Mr. 1 – 1

number of death 1 – 1 - to like thank you 0 – 1

- open door 3 – 5 * report fight 0 – 0

� fulfil mandate 3 – 3 * change debate 0 – 0

� achieve level 3 – 3 animal infected 1 – 1

� particular concern 3 – 3 * environment regulation 0 – 0
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

- mine operation 1 – 0 * commission opposition 0 – 0

farming community 1 – 1 * year requirement 0 – 0

� criminal act 3 – 3 * member competition 0 – 0

- increase premium 1 – 3 future action 1 – 1

� renewal of agreement 3 – 3 * European Union dialogue 0 – 0

- key player 4 – 3 second phase 1 – 1

� face dilemma 3 – 3 � convention to ratify 3 – 3

� maintain position 3 – 3 - to want go 1 – 0

� deserve recognition 3 – 3 CP community law 4 – 4

� have chance 3 – 3 - medium term 3 – 4

� face difficulty 3 – 3 * position parliament 0 – 0

sugar regime 1 – 1 report nation 1 – 1

chair by 1 – 1 � stability country 3 – 3

- partnership agreement 1 – 3 energy issue 1 – 1

� research fund 3 – 3 * European Parliament protection 0 – 0

� dramatic event 3 – 3 * European Union consultation 0 – 0

� entail cost 3 – 3 - economic stability 3 – 1

- contain in 3 – 1 NE valentine day 2 – 2

be debate 1 – 1 * strategy directive 0 – 0

- scientific assessment 1 – 3 � to raise point 3 – 3

� set priority 3 – 3 * presidency people 0 – 0

NE Coptic Christian 2 – 2 * mechanism Mr. 0 – 0

� know as 3 – 3 * reform number 0 – 0

- balanced participation 1 – 3 * transport union 0 – 0

- combat exclusion 1 – 3 * research measure 0 – 0

Finnish presidency 1 – 1 * take European 0 – 0

switch to euro 1 – 1 * change community 0 – 0

- affected area 1 – 3 * limit council 0 – 0

- present system 1 – 3 * council limit 0 – 0

- range of measure 1 – 3 � to exceed limit 3 – 3

� thorough analysis 3 – 3 * government interest 0 – 0
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Parse-based method Window method

Mark Key1 + Prep + Key2 Annot Mark Key1 + Prep + Key2 Annot

� put emphasis 3 – 3 * amendment fund 0 – 0

- main priority 1 – 3 * resolution committee 0 – 0

* gross domestic 0 – 0 � clean energy 3 – 3

� lose credibility 3 – 3 * policy business 0 – 0

� defend against 3 – 3 other amendment 1 – 1

ID hit nail 5 – 5 * problem public 0 – 0



Appendix I

Comparative Evaluation - Result

Charts (Experiment 2)

Graphical display of the results obtained in Experiment 2 (Section 4.4.4).

I.1 Grammatical precision

I.2 MWE precision

I.3 Collocational precision

I.4 Overall results
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Figure I.1: Comparative evaluation results for Experiment 2: Grammatical precision.
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Figure I.2: Comparative evaluation results for Experiment 2: MWE precision.
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Figure I.3: Comparative evaluation results for Experiment 2: Collocational precision.
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Figure I.4: Comparative evaluation results for Experiment 2: Total number of items
by category (collocational pairs, MWE pairs, grammatical pairs, and pairs agreed
upon).



Appendix J

Output Comparison:

Intersection and Rank Correlation

Output comparison for the parse-based method (P) and mobile-window method (W ) in

Experiment 2 (Section 4.4.4). Column 3 and 4 (Perc. P, Perc. W ) show the percentage

of pair types in the output of method P and W, respectively, that satisfy the criterion in

column 1. Column 5 lists the number of common pair types satisfying that criterion. The

numbers in columns 6 and 7 represent the ratio of common items (the intersection) relative

to the whole output of methods P and W (Perc. C. P, Perc. C. W ). Finally, column 8

displays the Spearman’s ρ correlation coefficient computed on the intersection.

Lang. Perc. P Perc. W Common Perc. C. P Perc. C. W ρ

rank ≤ 1000 EN 0.32% 0.07% 315 0.10% 0.02% 0.597

FR 0.32% 0.07% 293 0.09% 0.02% 0.710

IT 0.31% 0.07% 300 0.09% 0.02% 0.476

ES 0.33% 0.07% 308 0.10% 0.02% 0.708

avg 0.32% 0.07% 304.0 0.10% 0.02% 0.623

rank ≤ 2000 EN 0.64% 0.14% 535 0.17% 0.04% 0.612

FR 0.64% 0.14% 541 0.17% 0.04% 0.486

IT 0.61% 0.15% 545 0.17% 0.04% 0.441

ES 0.65% 0.15% 551 0.18% 0.04% 0.550

avg 0.64% 0.14% 543.0 0.17% 0.04% 0.522
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Lang. Perc. P Perc. W Common Perc. C. P Perc. C. W ρ

rank ≤ 5000 EN 1.59% 0.35% 1088 0.35% 0.08% 0.532

FR 1.61% 0.35% 1195 0.38% 0.08% 0.509

IT 1.53% 0.37% 1327 0.41% 0.10% 0.592

ES 1.63% 0.36% 1159 0.38% 0.08% 0.421

avg 1.59% 0.36% 1192.3 0.38% 0.09% 0.513

rank ≤ 10000 EN 3.18% 0.70% 2030 0.65% 0.14% 0.406

FR 3.22% 0.70% 2318 0.75% 0.16% 0.553

IT 3.06% 0.73% 2601 0.79% 0.19% 0.918

ES 3.26% 0.73% 2133 0.70% 0.16% 0.418

avg 3.18% 0.71% 2270.5 0.72% 0.16% 0.574

all EN 100.00% 100.00% 237565 75.59% 16.53% 0.477

FR 100.00% 100.00% 228373 73.48% 16.09% 0.521

IT 100.00% 100.00% 260434 79.58% 19.07% 0.471

ES 100.00% 100.00% 247983 80.81% 18.02% 0.480

avg 100.00% 100.00% 243588.8 77.36% 17.43% 0.487

LLR > 1000 EN 0.02% 0.01% 40 0.01% 0.00% 0.734

FR 0.04% 0.01% 57 0.02% 0.00% 0.792

IT 0.04% 0.02% 71 0.02% 0.01% 0.841

ES 0.04% 0.01% 77 0.03% 0.01% 0.868

avg 0.03% 0.01% 61.3 0.02% 0.00% 0.809

LLR > 100 EN 0.62% 0.63% 1206 0.38% 0.08% 0.692

FR 0.84% 0.69% 1496 0.48% 0.11% 0.621

IT 0.81% 0.86% 1704 0.52% 0.12% 0.482

ES 0.74% 0.74% 1426 0.46% 0.10% 0.658

avg 0.75% 0.73% 1458.0 0.46% 0.10% 0.613

LLR > 10 EN 16.00% 13.14% 22352 7.11% 1.56% 0.594

FR 16.98% 13.13% 23457 7.55% 1.65% 0.655

IT 15.51% 12.90% 24507 7.49% 1.79% 0.611

ES 14.57% 12.79% 21033 6.85% 1.53% 0.627

avg 15.76% 12.99% 22837.3 7.25% 1.63% 0.622

f > 100 EN 0.12% 0.06% 187 0.06% 0.01% 0.870

FR 0.15% 0.08% 224 0.07% 0.02% 0.834
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Lang. Perc. P Perc. W Common Perc. C. P Perc. C. W ρ

IT 0.12% 0.11% 279 0.09% 0.02% 0.900

ES 0.15% 0.07% 247 0.08% 0.02% 0.849

avg 0.13% 0.08% 234.3 0.07% 0.02% 0.863

f > 10 EN 2.55% 2.08% 5212 1.66% 0.36% 0.796

FR 2.78% 2.19% 5542 1.78% 0.39% 0.747

IT 2.78% 2.86% 6698 2.05% 0.49% 0.749

ES 3.10% 2.56% 6204 2.02% 0.45% 0.731

avg 2.80% 2.42% 5914.0 1.88% 0.42% 0.756

f > 3 EN 9.35% 9.34% 20639 6.57% 1.44% 0.662

FR 10.21% 9.66% 22036 7.09% 1.55% 0.641

IT 10.02% 11.65% 25280 7.72% 1.85% 0.640

ES 10.97% 11.19% 24251 7.90% 1.76% 0.614

avg 10.14% 10.46% 23051.5 7.32% 1.65% 0.639



Appendix K

Multi-Word Collocations -

Random Results

Randomly selected 3-grams and 4-grams obtained by applying the multi-word collocation

extraction method (Section 5.1) to the output of the Experiment 1 (Section 4.4.3).

K.1 3-grams

Rank Keys Types Freq Score

87 loi (sur) protection (de) pêche N-P-N, N-P-N 13 184

91 ancien gouvernement conservateur A-N, N-A 18 180

98 base (de) force canadien N-P-N, N-A 12 175

106 rehausser crédibilité (de) parlement V-O, N-P-N 10 169

127 rapport (de) comité permanent N-P-N, N-A 15 151

128 être bon chose V-O, A-N 12 149

136 réintégrer marché (de) travail V-O, N-P-N 10 145

162 économiser million (de) dollar V-O, N-P-N 12 131

166 processus (de) négociation collectif N-P-N, N-A 8 125

220 créer emploi à long terme V-O, N-A 10 105

224 député exprimer opinion S-V, V-O 9 104

234 faire objet (de) débat V-O, N-P-N 10 102

240 connâıtre opinion sur V-O, N-P 7 100
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Rank Keys Types Freq Score

249 réduction (de) taxe (sur) cigarette N-P-N, N-P-N 8 98

256 programme (de) nutrition prénatal N-P-N, N-A 5 97

273 faire objet (de) examen V-O, N-P-N 8 93

304 faire (de) choix difficile V-P-N, N-A 6 89

307 nomination (de) nouveau président N-P-N, A-N 6 89

319 créer comité spécial V-O, N-A 8 87

330 faire bref commentaire V-O, A-N 6 85

347 traverser période difficile V-O, N-A 5 83

357 député retirer candidature S-V, V-O 5 81

386 gouvernement prendre responsabilité S-V, V-O 8 78

391 région (de) capitale national N-P-N, N-A 4 78

410 prêter oreille attentif V-O, N-A 4 76

457 ouvrir processus budgétaire V-O, N-A 4 71

478 parti réformiste être N-A, S-V 10 69

485 adresser (à) ministre (de) développement V-P-N, N-P-N 15 68

487 commission (de) libération conditionnel N-P-N, N-A 4 68

488 élaboration (de) politique gouvernemental N-P-N, N-A 5 68

K.2 4-grams

Rank Keys Types Freq Score

28 Chambre reprendre interrompre étude S-V, V-O, V-O 10 112

59 programme (de) aide (à) remise (en) état N-P-N, N-P-N, N-P-N 4 75

73 afficher liste (de) candidat dans V-O, N-P-N, V-P 4 70

91 nomination (de) nouveau président (de) société N-P-N, A-N, N-P-N 4 64

97 gouvernement être gouvernement méchant S-V, V-O, N-A 4 62

99 représentant (de) bureau (de) régie interne N-P-N, N-P-N, N-A 4 62

134 gouvernement devoir assumer responsabilité S-V, S-V, V-O 4 56

138 bon accès (à) marché mondial A-N, N-P-N, N-A 3 56
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Rank Keys Types Freq Score

153 féliciter ministre (de) revenu national V-O, N-P-N, N-A 3 53

176 rétablir confiance (de) Canadien dans V-O, N-P-N, V-P 3 51

181 gouvernement devoir agir de S-V, S-V, V-P 3 50

183 honorable député avoir parole A-N, S-V, V-O 4 50

183 honorable député avoir parole A-N, S-V, V-O 4 50

190 extension (de) régime (de) accession (à) propriété N-P-N, N-P-N, N-P-N 3 49

232 gouvernement prendre engagement envers S-V, V-O, V-P 3 45

236 ministre (de) Affaires étrangères aborder avec N-P-N, S-V, V-P 3 44

237 féliciter honorable ministre pour V-O, A-N, V-P 3 44

249 jouer rôle (de) premier plan dans V-O, N-P-N, V-P 4 43

276 proposer (à) loi (sur) protection (de) pêche N-P-N, N-P-N, N-P-N 3 42

352 trouver juste milieu entre V-O, A-N, V-P 2 39

360 premier ministre pouvoir donner A-N, S-V, S-V 3 39

414 être (à) prise (avec) taux (de) chômage N-P-N, N-P-N, N-P-N 2 37

422 groupe demander révocation (de) député S-V, V-O, N-P-N 2 37

453 être excellent joueur pour V-O, A-N, V-P 2 37

460 injecter million (de) dollar (dans) économie V-O, N-P-N, N-P-N 2 37

461 ministre avoir rencontre avec S-V, V-O, V-P 2 37

471 trouver bon solution possible V-O, A-N, N-A 2 37

479 lacune (dans) système (de) justice pénal N-P-N, N-P-N, N-A 2 36

482 présider forum national sur V-O, N-A, V-P 2 36

483 réforme (de) système (de) justice pénal N-P-N, N-P-N, N-A 2 36



Appendix L

Tool - Association Measures

List of AMs used by the collocation extraction and visualisation tool (Chapter 6). The AMs

that were not already introduced in Section 3.2.4 are documented, for instance, in (Evert,

2004).

AM Explicit formula

Chi-square (a + b + c + d)(ad− bc)2

(a + b)(a + c)(b + d)(c + d)

Dice coefficient 2a
2a + b + c

Geometric mean a√
(a + b)(a + c)

Jaccard a
a + b + c

Lindell ad− bc
(a + c)(b + d)

Log-likelihood ratios (LLR) 2(a log a + b log b + c log c + d log d−
(a + b) log(a + b)− (a + c) log(a + c)−
(b + d) log(b + d)− (c + d) log(c + d)+

(a + b + c + d) log(a + b + c + d))

Mutual information (MI) log2
a(a + b + c + d)
(a + b)(a + c)
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AM Explicit formula

Odds ratio log ad
bc

Poisson-Stirling a

(
log a− log (a + b)(a + c)

(a + b + c + d
− 1

)
Relative frequency a

a + b + c + d

Relative risk log a(b + d)
b(a + c)

Salience log2
a(a + b + c + d)
(a + b)(a + c) log2 a

t-score a(a + b + c + d)− (a + b)(a + c)
(a + b + c + d)

√
a

z-score a(a + b + c + d)− (a + b)(a + c)√
a + b + c + d

√
(a + b)(a + c)



Appendix M

Tool - Screen captures

M.1 Corpus selection component

M.2 Collocation filter component

M.3 Concordanding component

M.4 Alignment component

M.5 Validation component

M.6 Web-based extraction component
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Figure M.1: Corpus selection component (input folder).
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Figure M.2: Corpus selection component (automatic filter).
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Figure M.3: Corpus selection component (manual selection).
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Figure M.4: Collocation filter component.
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Figure M.5: Concordanding component.
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Figure M.6: Alignment component (filename transformation rules).
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Figure M.7: Alignment component.



M.6. WEB-BASED EXTRACTION COMPONENT 231

Figure M.8: Validation component.
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Figure M.9: Extraction of collocations from the Web.
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Béatrice Daille. 1994. Approche mixte pour l’extraction automatique de terminologie :
statistiques lexicales et filtres linguistiques. Ph.D. thesis, Université Paris 7.
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238 References

Thierry Fontenelle. 1997b. Using a bilingual dictionary to create semantic networks. In-
ternational Journal of Lexicography, 10(4):276–303.

Thierry Fontenelle. 1999. Semantic resources for word sense disambiguation: a sine qua
non? Linguistica e Filologia, (9):25–43. Dipartimento di Linguistica e Letterature
Comparate, Università degli Studi di Bergamo.

Thierry Fontenelle. 2001. Collocation modelling: from lexical functions to frame seman-
tics. In Proceedings of the ACL Workshop on Collocation: Computational Extraction,
Analysis and Exploitation, pages 1–7, Toulouse, France.

Gill Francis. 1993. A corpus-driven approach to grammar: Principles, methods and ex-
amples. In Mona Baker, Gill Francis, and Elena Tognini-Bonelli, editors, Text and
Technology: In Honour of John Sinclair, pages 137–156. John Benjamins, Amsterdam.

Katerina T. Frantzi and Sophia Ananiadou. 1996. Extracting nested collocations. In
Proceedings of the 15th International Conference on Computational linguistics (COL-
ING’96), pages 41–46, Copenhagen, Denmark.

Katerina T. Frantzi, Sophia Ananiadou, and Hideki Mima. 2000. Automatic recognition
of multi-word terms: the C-value/NC-value method. International Journal on Digital
Libraries, 2(3):115–130.

William A. Gale and Kenneth W. Church. 1993. A program for aligning sentences in
bilingual corpora. Computational Linguistics, 19(1):75–102. Special Issue on Using
Large Corpora.

Christina Gitsaki. 1996. The Development of ESL Collocational Knowledge. Ph.D. thesis,
University of Queensland.

Jean-Philippe Goldman, Luka Nerima, and Eric Wehrli. 2001. Collocation extraction using
a syntactic parser. In Proceedings of the ACL Workshop on Collocation: Computational
Extraction, Analysis and Exploitation, pages 61–66, Toulouse, France.

Gregory Grefenstette and Simone Teufel. 1995. Corpus-based method for automatic identi-
fication of support verbs for nominalizations. In Proceedings of the Seventh Conference
of the European Chapter of the Association for Computational Linguistics, pages 98–103,
Dublin, Ireland, March.

Maurice Gross. 1984. Lexicon-grammar and the syntactic analysis of French. In 10th
International Conference on Computational Linguistics and 22nd Annual Meeting of
the Association for Computational Linguistics, pages 275–282, Morristown, NJ, USA.

Gaston Gross. 1996. Les expressions figées en français. OPHRYS, Paris.
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